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Abstract

The aim of our article is to present a proof of the existence of local
minimizer in the classical optimality problem without constraints under
weaker assumptions in comparisons with common statements of the result.
In addition we will provide rather elementary and self-contained proof of
that result.
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1 Introduction

Past all doubt it is very important to be able to find the minimum or maximum
of a function. Recall for example that by J. von Neumann every physical system
tends to have its minimum of internal energy.
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From the basic course of mathematical analysis we know the second-order
condition for strict local minimum (see [Zo]) given in Theorem 1 below. We will
use the following notation and terminology.

We denote by f ′(x;h), i.e.

f ′(x;h) = lim
t↓0

f(x+ th) − f(x)
t

,

the first-order directional derivative of f : RN → R at x ∈ RN in direction
h ∈ RN

If there exists f ′(x) ∈ L(RN ,R) (it means f ′(x) is an element of the set of
all continuous linear mappings from RN to R) such that f ′(x)h = f ′(x;h) for
every h ∈ SN

R
= {y ∈ RN ; ‖y‖ = 1}, and the limit in the definition of f ′(x)h is

uniform for h ∈ SN
R
, then we say that f : RN → R is Fréchet differentiable at

x ∈ RN .
Further,

f ′′(x;u, v) = lim
t↓0

f ′(x+ tu; v) − f ′(x; v)
t

denotes the second-order directional derivative of f at x in direction (u, v) ∈ RN .
We say that f : RN → R is a C2 function near x ∈ RN if it has continuous

second-order partial derivatives on some neighbourhood of x.
Analogously, we will say that a function f : RN → R satisfies a p-property

near x ∈ RN if that p-property holds on some neighbourhood of x.
Recall that x ∈ RN is an isolated minimizer of order 2 for a function f :

RN → R if there are a neighbourhood U of x and A > 0 satisfying f(y) ≥
f(x) + A‖y − x‖2 for every y ∈ U . We notice that each isolated minimizer of
order 2 is a strict local minimizer.

Theorem 1 Let f : RN → R be a C2 function near x ∈ RN . If f ′(x) = 0, and

f ′′(x;h, h) > 0,

for every h ∈ SN
R
, then x is an isolated minimizer of order 2 for f .

Since in some problems of applied mathematics—as for example in varia-
tional inequalities, semi-infinite programming, penalty functions, proximal point
methods, iterated local minimization by decomposition or augmented Lagran-
gian—differentiable functions which are not twice differentiable appear (see e.g.
[HSN, KT, TR, Q1, Q2]), it was studied the following class of functions.
We say that f : RN → R is a C1,1 function near x ∈ RN if it is differentiable

on some neighbourhood of x and its derivative f ′(·) is Lipschitz there.
It is clear that the class of C1,1 functions includes the class of C2 functions.

On the other hand, considering a function f : R → R defined as

f(x) =
∫ x

0

|t|dt, ∀x ∈ R,
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we have that f ′(x) = |x|, for every x ∈ R. It means that f ′(x) is Lipschitz
function on R, but f is not twice differentiable at 0.
R. Cominetti and R. Correa generalized Theorem 1 by the following way in

1990.

Theorem 2 [CC] Let f : RN → R be a C1,1 function near x ∈ RN . If
f ′(x) = 0, and

f∞(x;h) := lim inf
y→x,t↓0

f ′(y + th;h) − f ′(y;h)
t

> 0,

for every h ∈ SN
R
, then x is an isolated minimizer of order 2 for f .

The second-order condition from Theorem 2 was improved by elimination of
strict convergence in 2004. We used a certain derivative of the Dini type.

Theorem 3 [BP1] Let f : RN → R be a C1,1 function near x ∈ RN . If
f ′(x) = 0, and

f ′�
D(x;h) := lim inf

t↓0
f ′(x+ th;h) − f ′(x;h)

t
> 0,

for every h ∈ SN
R
, then x is an isolated minimizer of order 2 for f .

I. Ginchev, A. Guerraggio and M. Rocca presented the generalization of
Theorem 1 in terms of the Peano derivative in 2006.

Theorem 4 [GGR] Let f : RN → R be a C1,1 function near x ∈ RN . If
f ′(x) = 0, and

f ′�
P (x;h) := lim inf

t↓0
f(x+ th) − f(x) − tf ′(x;h)

t2/2
> 0,

for every h ∈ SN
R
, then x is an isolated minimizer of order 2 for f .

It can be easily derived from [TR, Theorem 4] that f ′�
P (x;h) ≥ f ′�

D(x;h).
Moreover, since the calculus with f ′�

P (x;h) seems to be more comfortable than
that with f ′�

D(x;h), we can say that Theorem 3 lost its sense after Theorem 4.
Example 1 confirms this fact.

Example 1 Let us consider a function

f(x) =
{ ∫ |x|

0 t(19
20 + sin ln t) dt, if x �= 0,

0, if x = 0.

In [BP2], we showed that f is a C1,1 function, f ′�
D(0; 1) = 19

20 − 1 < 0, and
f ′�

P (0; 1) = f ′�
P (0;−1) = 19

20 + 2
5 (−√

5) > 0. Due to Theorem 4 the function f
attains its strict local minimum, but Theorem 3 is not applicable.
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Another result was stated by A. Ben-Tal and J. Zowe in 1985. A function
f : RN → R for which there exist a neighbourhood U of x ∈ RN and K > 0
such that for all y ∈ U there exists the Fréchet derivative f ′(y) and

‖f ′(y) − f ′(x)‖ ≤ K‖y − x‖, ∀y ∈ U,

is called stable at x. We note that if f : RN → R is a C1,1 function near x ∈ RN ,
then f is stable at x.

Theorem 5 [BZ] Let f : RN → R be Fréchet differentiable near x ∈ RN and
let f be stable at x. If f ′(x) = 0 and

f ′′
P (x;h) := lim

t↓0
f(x+ th) − f(x) − tf ′(x;h)

t2/2
> 0,

for every h ∈ SN
R
, then x is a strict local minimizer 2 for f .

Finally, we note that we generalized both Theorems 4, 5 in terms of so called
�–stable functions as follows.
We say that a function f : RN → R is �-stable at x ∈ RN if there exist a

neighbourhood U of x and K > 0 such that

|f �(y;h) − f �(x;h)| ≤ K‖y − x‖, ∀y ∈ U, ∀h ∈ SN
R
,

where

f �(x;h) = lim inf
t↓0

f(x+ th) − f(x)
t

.

It is worth to note that the �–stability at x implies the strict differentiability of
the function at the point x.

Theorem 6 [BP2] Let f : RN → R be continuous near x ∈ RN and let f be
�-stable at x. If f ′(x) = 0, and

f ′�
P (x;h) > 0,

then x is an isolated minimizer of order 2 for f .

The C1,1 property can be generalized also in the following way.

Definition 1 We say that f : RN → R is �̃-stable at x ∈ RN if there exist a
neighbourhood U of x and K > 0 such that

|f �(z; z − y) − f �(y; z − y)| ≤ K‖z − y‖2, ∀y, z ∈ U.

Remark 1 Notice that a function f : RN → R is �̃-stable at x ∈ RN if there
exist a neighbourhood U of x and K > 0 such that

|f �(y + th;h) − f �(y;h)| ≤ Kt,

for every h ∈ SN
R
, y ∈ U and t > 0 satisfying y + th ∈ U .
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Remark 2 Notice that verifying the �-stability we compare f �(·, ·) for points
from U only with x but in all directions. Conversely, verifying the �̃-stability
we compare f �(·, ·) for every point from U with every point from U but only in
the corresponding direction.

In [BP3], we passed the problem whether we can replace the condition to
be �-stable by the condition to be �̃-stable in Theorem 6. In Section 3, we will
answer this question in the affirmative. Before it, in Section 2, we will examine
some properties of �̃-stable functions.

2 �̃-stability

At first, we will derive that the �̃-stability together with continuity implies the
Lipschitzness.

Lemma 1 [BP2, Lemma 4] Let f : RN → R be a continuous function, and let
a, b ∈ RN . Then there exist ξ1, ξ2 ∈ (a, b) such that

f �(ξ1; b− a) ≤ f(b) − f(a) ≤ f �(ξ2; b− a). (1)

Lemma 2 Let f : RN → R be a continuous function near x ∈ RN and let f be
�̃–stable at x. Then there exists a neighbourhood V of x such that

sup
h∈SN

R
, y∈V

|f �(y;h)| <∞.

Proof Suppose on the contrary that there are sequences {yn}∞n=1 ⊂ RN ,
{hn}∞n=1 ⊂ SN

R
such that yn → x as n→ ∞ and

lim
n→∞ |f �(yn;hn)| = ∞.

Without any loss of generality we can assume that either

lim
n→∞ f �(yn, hn) = −∞

or
lim

n→∞ f �(yn, hn) = +∞.

We suppose that the first case occurs (the second case can be treated by an
analogous way).
Next we can assume that for certain γ > 0 the condition in Definition 1 of

the �-stability is fulfilled on B(x, γ), and moreover f is continuous and bounded
on B(x, γ). Let δ > 0 denote a constant such that for each sufficiently large
n ∈ N we have : yn + δhn ∈ B(x, γ).
Now, if we combine the �̃-stability and Lemma 1, for each sufficiently large

n ∈ N we get ξn ∈ (yn, yn + δhn) such that the following holds :

f(yn + δhn) ≤ f(yn) + δf �(ξn;hn)
= f(yn) + δ[f �(ξn;hn) − f �(yn + δhn;hn) + f �(yn + δhn;hn)

−f �(yn;hn) + f �(yn;hn)]
≤ f(yn) + 2Kδ2 + δf �(yn;hn).
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Since f is bounded on B(x, γ) and f �(yn;hn) → −∞, the previous inequality
does not hold for any sufficiently large n ∈ N,which is a contradiction. �

Proposition 1 Let f : RN → R be a continuous function near x ∈ RN and let
f be �̃-stable at x. Then f is Lipschitz near x.

Proof Due to Lemma 2 there exists a ball B(x, δ) on which f is continuous
and

L := sup
y∈B(x,δ),h∈S

RN

|f �(y;h)| <∞.

Next by Lemma 1, for any pair of points a, b ∈ B(x, δ) there exists ξ ∈ (a, b) ⊂
B(x, δ) such that

|f(b) − f(a)| ≤ |f �(ξ; (b − a)/‖b− a‖)|‖b− a‖ ≤ L‖b− a‖. �

Now, we will show some properties of �̃-stable functions concerning differen-
tiability.

Lemma 3 Let f : RN → R be L-Lipschitz near x ∈ RN . Then

|f �(x;h2) − f �(x;h1)| ≤ L‖h1 − h2‖, ∀h1, h2 ∈ RN .

Proof We consider arbitrary h1, h2 ∈ RN . For sufficiently small t > 0 it holds

−L‖h2 − h1‖ ≤ f(x+ th2) − f(x+ th1)
t

=
f(x+ th2) − f(x)

t
− f(x+ th1) − f(x)

t

=
f(x+ th2) − f(x+ th1)

t
≤ L‖h2 − h1‖.

Hence,
|f �(x;h2) − f �(x;h1)| ≤ L‖h2 − h1‖. �

Proposition 2 Let f : RN → R be a continuous function near x ∈ RN and let
f be �̃-stable at x. Then for every y sufficiently close to x we have

(1) f is directionally differentiable at y and f ′(y;−h) = −f ′(y;h) for every
h ∈ SN

R
.

(2) the mapping h �→ f ′(y;h) from RN to R is Lipschitz.

Proof Assume that f is continous on some neighborhood U of x and that the
�̃-stability property holds on U , too. This means, that for some K > 0, we have:

|f �(z; z − y) − f �(y; z − y)| ≤ K‖z − y‖2, (2)
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for every z, y ∈ U. Now fix y0 ∈ U, h0 ∈ SN
R
and show the existence of the direc-

tional derivative f ′(y0;h0). To do this, we will employ the following auxiliary
function g : R → R defined as follows:

g(t) = f(y0 + th0), t ∈ R.

Now we can express its lower Dini directional derivative in the following form
g�(t; 1) = f �(y0 + th0;h0). We have in particular that g�(0; 1) = f �(y0;h0).
Now we will show that the function g is �̃-stable at zero. So let us consider two
arbitrary points t1, t2 ∈ R such that y0 + tih0 ∈ U , i = 1, 2. Then by (2) we
have:

|g�(t1; t1 − t2) − g�(t2; t1 − t2)|
= |f �(y0 + t1h0; (t1 − t2)h0) − f �(y0 + t2h0; (t1 − t2)h0)| ≤ K|t1 − t2|2. (3)

Thus g is �̃-stable at t = 0. Now by the lipschitzness of f near x the function g
must be Lipschitz near t = 0. Hence, from the Rademacher theorem it follows
the existence of a sequence {tn}∞n=1 such that tn ↓ 0, and for every n ∈ N there
exists g′(tn) ∈ R. By (3) the sequence {g′(tn)}∞n=1 is Cauchy and consequently
there exists a limit

L = lim
n→∞ g′(tn) ∈ L(R,R). (4)

In what follows, we will show that in fact L = f ′(y0;h0). This will be true
if we prove that for each sequence {sk}∞k=1 such that sk ↓ 0 it holds∣∣∣∣L− f(y0 + skh0) − f(y0)

sk

∣∣∣∣→ 0 as k → ∞.

Now for every k ∈ N there is nk ∈ N such that tnk
∈ (0, sk) and furthermore,

by Lemma 1 and (3) there are ξk, ξ′k ∈ (0, sk) such that

K|tnk
− ξk| ≤ g′(tnk

) − g�(ξk; 1) ≤ g′(tnk
) − g(sk) − g(0)

sk

≤ g′(tnk
) − g�(ξ′k; 1) ≤ K|tnk

− ξ′k|.
This immediately implies that∣∣∣∣g′(tnk

) − g(sk) − g(0)
sk

∣∣∣∣→ 0 as k → ∞. (5)

Now since for every k ∈ N we have:∣∣∣∣L− f(y0 + skh0) − f(y0)
sk

∣∣∣∣ ≤ |L− g′(tnk
)| +

∣∣∣∣g′(tnk
) − g(sk) − g(0)

sk

∣∣∣∣ ,
by (4), (5) we get the existence of limit

L = lim
k→∞

f(y0 + skh0) − f(x)
sk

,
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whenever {sk}∞k=1 is a sequence such that sk ↓ 0. Hence the following limit
exists:

L = lim
s↓0

f(y0 + sh0) − f(y0)
s

.

The assertion (2) now follows immediately from Proposition 1 and Lemma 3.
�

3 Main result

Theorem 7 Let f : RN → R be continuous near x ∈ RN and let f be �̃-stable
at x. If f ′(x;h) = 0 for all h ∈ SRN , and

f ′�
P (x;h) > 0, ∀h ∈ SRN ,

then x is an isolated minimizer of order 2 for f .

Proof Without loss of generality we can assume that x = 0, and f(0) = 0. In
the proof, we will apply the mathematical induction on the dimension N . First
put N = 1 and suppose on the contrary that the assertion does not hold. Then
there exists a sequence {xn}n∈N such that xn → 0 as n→ ∞, and

f(xn) ≤ 1
n
|xn|2, ∀n ∈ N. (6)

Suppose, for example, that xn > 0 for every n ∈ N. By the hypothesis of
theorem it follows that there are δ > 0, α > 0 such that

f(t · 1)
t2

≥ α > 0, ∀t ∈ (0, δ). (7)

By (6) and (7) we have for n ∈ N sufficiently large, that

α ≤ f(xn)
x2

n

≤ 1
n
,

hence a contradiction. Thus the assertion is true for N = 1.
Now let the assertion holds for N ≥ 1 and we will prove it for N + 1. To do

this, let us assume again that x̂ = 0 is not a minimizer of order 2 for f . This
implies the existence of some sequence {xn}n∈N in RN+1 such that xn → 0 as
n→ ∞, and

f(xn) ≤ 1
n
‖xn‖2, ∀n ∈ N. (8)

Without loss of generality it can be assumed that for some neighbourhood U(0)
of zero, xn ∈ U(0) for every n ∈ N, and on U(0) the �̃-stability is valid. By
the compactness of the unit sphere we can assume that for some h0 ∈ SN+1,
hn := xn/‖xn‖ → h0 as n → ∞. First suppose that for infinitely many n ∈ N,
xn are contained in some linear subspace L ⊂ RN+1 of dimension k ≤ N . Then,
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according to our induction assumption, x̂ = 0 is an isolated minimizer od order
2 for f which contradicts the property (8). Now let us suppose that this is not
the case. Further let 0 < ρ < 1 −

√
2

2 and let v1, . . . , vN+1 ∈ SRN+1 ∩ B(h0; ρ)
are linearly independent vectors generating a convex cone C with nonempty
interior. Without loss of generality we can assume that xn ∈ intC, for every
n ∈ N. Let n ∈ N be fixed and tn = ‖xn‖. Let Fi be the i-th boundary face of
C such that

Fi ∩ {xn + s(hn − h0) : s ≥ 0} = {cn}. (9)

Then cn/‖cn‖ ∈ SRN+1 ∩ B(h0; ρ). In view of our induction assumption, there
exist some neighbourhood V (0) and A > 0 such that:

f(c)
‖c‖2

≥ A > 0, (10)

for every c ∈ V (0) ∩ ∂C, where ∂C denotes the boundary of C. Further for
some δ0 > 0, we have:

f(th0)
t2

≥ A > 0, ∀t ∈ (0, δ0). (11)

From (8) and (10) it follows that if n is sufficiently large, then

f(cn)
t2n

≥ f(cn)
‖cn‖2

≥ A >
1
n
≥ f(xn)

t2n
,

where tn := ‖xn‖ and ‖cn‖ ≥ tn. The last inequality can be shown as fol-
lows: cn = xn + sn(hn − h0), sn ≥ 0 ⇒ cn = (tn + sn)hn − snh0 ⇒ ‖cn‖ =
‖(tn + sn)hn − snh0‖ ≥ ‖(tn + sn)hn‖ − ‖snh0‖ = (tn + sn) − sn = tn. Hence
‖cn‖ ≥ tn. The last argument shows that f(cn) > f(xn) if n is large enough.
Next, Lemma 1 gives ηn ∈ (cn, xn) such that

f �(ηn;xn − cn) ≤ f(xn) − f(cn) < 0. (12)

Now again using Lemma 1, (8), (11), and (12), we have that for some ξn ∈
(tnhn, tnh0) and n large enough, it holds:

0 <
A

2
≤ f(tnh0) − f(tnhn)

t2n
≤ f �(ξn; tn(h0 − hn))

t2n

<
f �(ξn;h0 − hn) − f �(ηn;h0 − hn)

tn
. (13)

Claim 1 If n ∈ N is large enough, then ‖ξn − ηn‖ < tn.

Proof We will now express the difference ξn − ηn:

ξn − ηn = tnhn + θ1(tnh0 − tnhn) − [cn + θ2(xn − cn)]
= (θ1tn + sn − θ2sn)(h0 − hn),
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where θ1, θ2 ∈ (0, 1), sn ≥ 0 so that cn = xn+sn(hn−h0). For a two-dimensional
picture see the Figure 1.

α

β

γ

0
tnh0

h0

tnhn

hn

Cn

ηn

ξn

S
R

N+1

Fig. 1: Two-dimensional picture

Let us consider a triangle with vertices 0, tnh0, cn and denote its inner angles
by α, β, γ, respectively. It is clear that γ ≤ π/2 and α+β+γ = π. This implies:

β = π − α− γ ≥ π

2
− α. (14)

Now let vi, i = 1 . . . , N+1, be one of the vectors generating the cone C and
let ϕ denotes the angle between vectors h0 and vi, respectively. Then we have:

cosϕ = 〈h0, vi〉 = 〈h0, vi − h0 + h0〉 = 〈h0, vi − h0〉 + 〈h0, h0〉

= 1 + 〈h0, vi − h0〉 ≥ 1 − ‖vi − h0‖ ≥ 1 − ρ > 1 −
(
1 −

√
2

2

)

=
√

2
2

⇒ ϕ <
π

4
.
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Suppose that as in the picture, α denotes the angle between vectors h0 and
cn/‖cn‖. Then also α < π/4. Indeed, since we can express cn/‖cn‖ as a convex
combination of the pair of vectors vi, vi+1, i ∈ {1, . . . , N} : cn/‖cn‖ = λvi +
(1 − λ)vi+1, where λ ∈ [0, 1], we have

cosα =
〈
h0,

cn
‖cn‖

〉
= 〈h0, λvi + (1 − λ)vi+1〉

= λ〈h0, vi〉 + (1 − λ)〈h0, vi+1〉 >
√

2
2

⇒ α <
π

4
.

Thus, we have proved that for the choice of ρ ∈ (0, 1−√
2/2), we have the right

estimation for the angle α. Now by (14) it holds: β ≥ π/4 > α. This implies
the following property of the lengths of sides of the triangle:

tn > ‖cn − tnh0‖ > ‖ξn − ηn‖.
Thus we proved Claim. �

So we are now able to finish the proof of Theorem 7. If n ∈ N is large
enough, then following (12) and (13), by the �̃-stability and by Claim, we can
write

0 <
A

2
<
f �(ξn;h0 − hn) − f �(ηn;h0 − hn)

tn

=
1
σ

f �(ξn; ξn − ηn) − f �(ηn; ξn − ηn)
tn

≤ 1
σ

K‖ξn − ηn‖2

tn

<
1
σ
K‖ξn − ηn‖ = K‖hn − h0‖, (15)

where σ := θ1tn + sn − θ2sn > 0 (see the proof of the claim). Now since
‖hn − h0‖ → 0 as n→ ∞, we get a contradiction. �

4 Final remarks and questions

There exist functions which are �-stable but not �̃-stable at some point. See e.g.
[BP2, Ex.2]. It is not clear whether there exists a function which is �̃-stable but
not �–stable at a certain point. Also note, that the C1,1 property implies in an
obvious way the �̃-stability and �̃-stability. This means that Theorem 7 covers
the above mentioned theorems 3 and 4 as well as [LK,Theorem 3.4].
Now it seems natural to ask the following questions.

Question 1 Can we distinguish C1,1 functions near x and �̃-stable functions
at x; or can be the �̃-stability at x a characterization of C1,1 property near x or
not?

Theorem 7 would be more elegant if one could answer the following question
in the affirmative.

Question 2 Does the the �̃-stability of f : RN → R at x ∈ RN imply the
continuity of f near x?
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Abstract

A diagrammatic scheme characterizing congruence distributivity of
congruence permutable algebras was introduced by the first author in
2001. It is known under the name Triangular Scheme. It is known that
every congruence distributive algebra satisfies this scheme and an alge-
bra satisfying the Triangular Scheme which is not congruence distributive
was found by E. K. Horváth, G. Czédli and the autor in 2003. On the
other hand, it was an open problem if a variety of algebras satisfying the
Triangular Scheme must be congruence distributive. We get a negative
solution by presenting an example.

Key words: Congruence distributivity; Triangular Scheme, variety
of algebras; Jónsson terms.
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Congruence distributive varieties were characterized by B. Jónsson [7] by
means of the Maltsev condition. For the reader’s convenience, we can repeat
this result:

Proposition 1 A variety V is congruence distributive if and only if there exist
ternary terms t0, . . . , tn such that t0(x, y, z) = x, tn(x, y, z) = z and
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19



20 Ivan CHAJDA, Radomír HALAŠ

(a) for all i = 0, . . . , n it holds ti(x, y, x) = x

(b) for i even, ti(x, x, y) = ti+1(x, x, y)

(c) for i odd, ti(x, y, y) = ti+1(x, y, y).

These terms t0, . . . , tn are referred to be Jónsson terms.
Unfortunately, a similar characterization of congruence distributivity for

a single algebra is missing. It motivated us to introduce the following concept
(see [1], [4]).
Let L be a sublattice of an equivalence lattice (known also as a partition

lattice) on a non-void set A. We say that L satisfies the Triangular Scheme if
for each α, β, γ ∈ L with α ∩ β ⊆ γ and for x, y, z ∈ A such that 〈x, y〉 ∈ γ,
〈x, z〉 ∈ α, 〈z, y〉 ∈ β we have 〈z, y〉 ∈ γ.
This can be visualized as follows
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β
γ

α∩β⊆γ
====⇒
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Fig. 1

We say that an algebra A satisfies the Triangular Scheme if the congruence
lattice ConA satisfies this condition. A variety V fulfils the Triangular Scheme
if each A ∈ V has this property.
The following was proved in [1], [4].

Proposition 2 If an algebra is congruence distributive then it satisfies the Tri-
angular Scheme. If an algebra is congruence permutable then it is congruence
distributive if and only if it satisfies the Triangular Scheme.

An example of algebra satisfying the Triangular Scheme but which is not
congruence distributive was found in [5].
Let us note that similar schemes for congruence semidistributivity were in-

volved in [3] and conclusions of the Triangular Scheme for n-permutable algebras
were treated in [2], [3], [5]. For congruence modular algebras and varieties it
was done in [5] where it is explicitely proved that for a variety, the assumption
of congruence permutability of Proposition 2 can be replaced by a weaker one
of congruence modularity. However, there still was an open question if a vari-
ety satisfying the Triangular Scheme is necessarily congruence distributive. To
solve this question, we first characterize the Triangular Scheme for varieties by
a Maltsev condition.

Theorem 1 Let V be a variety of algebras. The following are equivalent:
(1) For each A ∈ V, ConA satisfies the Triangular Scheme;
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(2) there exist ternary terms t0, . . . , tn such that t0(x, y, z) = x, tn(x, y, z) = z
and

(a) for i even, ti(x, y, x) = ti+1(x, y, x), ti(x, x, y) = ti+1(x, x, y),

(b) for i odd, ti(x, y, y) = ti+1(x, y, y).

Proof Suppose V satisfies the Triangular Scheme, FV(x, y, z) is a free algebra of
V with three free generators and α = θ(x, y), β = θ(x, z) and γ = (α∩β)∨θ(y, z).
Then α ∩ β ⊆ γ and, by Triangular Scheme, 〈x, z〉 ∈ γ. Hence, there exists
an integer n ≥ 0 and ternary terms t0, . . . , tn such that

x = t0(α ∩ β)t1θ(y, z)t2(α ∩ β)t3 . . . tn = z.

Applying the standard procedure, we easily derive that t0(x, y, z) = x,
tn(x, y, z) = z and ti(x, y, x) = ti+1(x, y, x) and ti(x, x, y) = ti+1(x, x, y) for
i even, and ti(x, y, y) = ti+1(x, y, y) for i odd.
Prove the converse. Let A = (A,F ) ∈ V , a, b, c ∈ A, α, β, γ ∈ ConA and

α ∩ β ⊆ γ. Suppose 〈c, b〉 ∈ γ, 〈a, b〉 ∈ β and 〈a, c〉 ∈ α. Then

ti(a, b, c)αti(a, b, a) = ti+1(a, b, a)αti+1(a, b, c)

ti(a, b, c)βti(a, a, c) = ti+1(a, a, c)βti+1(a, b, c)

for i even and

ti(a, b, c)γti(a, b, b) = ti+1(a, b, b)γti+1(a, b, c)

for i odd. Altogether, we conclude

a = t0(a, b, c)(α ∩ β)t1(a, b, c)γt2(a, b, c)(α ∩ β) . . . tn(a, b, c) = c

thus
〈a, c〉 ∈ (α ∩ β) ◦ γ ◦ (α ∩ β) ◦ γ ◦ . . . ⊆ γ ◦ γ ◦ . . . ◦ γ = γ.

This together with 〈b, c〉 ∈ γ yields 〈a, b〉 ∈ γ. Hence, A and also V satisfies the
Triangular Scheme. �

Remark 1 When comparing our terms of Theorem 2 with Jónsson terms, the
difference is that we do not ask ti(x, y, x) = ti+1(x, y, x) for i odd. It motivates
us to suppose that this variety need not be necessarily congruence distribu-
tive. However, if n ≤ 3 then t0(x, y, x) = x and t3(x, y, x) = x yield that also
t1(x, y, x) = x and t2(x, y, x) = x. To find an example of a variety which is
not congruence distributive but still satisfying the Triangular Scheme, we must
suppose that n ≥ 4. We are ready to construct such an example:

Example 1 Consider a variety V of type (2, 1, 1) whose operations are denoted
by ∧ and f, g and satisfying the identities

x ∧ x = x, x ∧ y = y ∧ x, x ∧ (y ∧ z) = (x ∧ y) ∧ z
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(i.e. the ∧-reducts of its members are semilattices) and
f(f(x)) = x

x ∧ g(g(x) ∧ g(y)) = x

x ∧ g(g(y)) = x ∧ f(f(x) ∧ f(y)).

Hence it follows also
x ∧ g(g(x)) = x.

We can take n = 6 and establish the following terms:

t0(x, y, z) = x

t1(x, y, z) = x ∧ g(g(y) ∧ g(z))
t2(x, y, z) = x ∧ g(g(y)) ∧ f(f(x) ∧ f(z))

t3(x, y, z) = x ∧ g(g(y)) ∧ f(f(y) ∧ f(z))

t4(x, y, z) = x ∧ y ∧ z
t5(x, y, z) = y ∧ z
t6(x, y, z) = z.

Then for i even we have
i = 0:

t0(x, x, y) = x = x ∧ g(g(x) ∧ g(y)) = t1(x, x, y)

t0(x, y, x) = x = x ∧ g(g(y) ∧ g(x)) = t1(x, y, x)

i = 2:
t2(x, x, y) = x ∧ g(g(x)) ∧ f(f(x) ∧ f(y)) = t3(x, x, y)

t2(x, y, x) = x ∧ g(g(y)) ∧ f(f(x)) = x ∧ g(g(y)) =

= x ∧ g(g(y)) ∧ f(f(y) ∧ f(x)) = t3(x, y, x)

i = 4:
t4(x, x, y) = x ∧ y = t5(x, x, y)

t4(x, y, x) = x ∧ y = t5(x, y, x).

For i odd we have
i = 1:

t1(x, y, y) = x ∧ g(g(y)) = x ∧ g(g(y)) ∧ f(f(x) ∧ f(y)) = t2(x, y, y)

i = 3:

t3(x, y, y) = x ∧ g(g(y)) ∧ f(f(y)) = x ∧ y ∧ g(g(y)) = x ∧ y = t4(x, y, y)

i = 5:
t5(x, y, y) = y ∧ y = y = t6(x, y, y).
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We have shown that our variety V satisfies the Triangular Scheme. Consider
now a four element ∧-semilattice as drawn in Fig. 2 where f and g
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are determined by the table

x f(x) g(x)
0 a 1
a 0 1
b 1 a
1 b a

It is an easy exercise to check that A = ({0, a, b, 1};∧, f, g) ∈ V . Consider
the partitions:

α = {0, a}
β = {0, a}, {b, 1}
γ = {0, b}, {a, 1}.

Then apparently ConA = {ω, α, β, γ, A × A} as shown in Fig. 3 thus A is not
congruence distributive.
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Abstract

By a nearlattice is meant a join-semilattice having the property that
every principal filter is a lattice with respect to the semilattice order. We
introduce the concept of (relative) annihilator of a nearlattice and char-
acterize some properties like distributivity, modularity or 0-distributivity
of nearlattices by means of certain properties of annihilators.

Key words: Nearlattice; semilattice; ideal; congruence; distributiv-
ity; modularity; 0-distributivity; annihilator.

2000 Mathematics Subject Classification: 06A12, 06D99, 06C99

1 Introduction

Algebraic structures being join-semilattices with respect to the induced order
relation appear frequently in algebraic logic. For example, implication alge-
bras, introduced by J. C. Abbott [1], describe algebraic properties of the logical
connective implication in the classical propositional logic. Implication alge-
bras have a very nice structure: with respect to the induced order, they are
join-semilattices, principal filters of which are Boolean algebras. Analogously,
for various logics of quantum mechanics the corresponding algebraic structures
have a semilattice structure with principal filters being special lattices.

*Supported by the Research Project of the Czech Goverment MSM 6198959214.
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This fact motivated us to describe ∨-semilattices where every principal filter
is a lattice. They are called nearlattices (see e.g. [3, 5, 6, 11, 14, 15, 16, 17]).
More precisely, we studied the following structures.

Definition 1 A semilattice N = (N ;∨), where for each a ∈ N the principal
filter [a) = {x ∈ N ; a ≤ x} is a lattice with respect to the induced order ≤ of
N , is called a nearlattice.
It has been shown [4, 11] that nearlattices can be considered as algebras with

one ternary operation. Moreover, nearlattices considered as algebras of type (3)
form an equational class: indeed, if x, y, z ∈ N for a nearlattice N , the element
(x ∨ z) ∧ (y ∨ z) is correctly defined since both x ∨ z, y ∨ z ∈ [z) and [z) is a
lattice, and the following holds:

Proposition 1 ([4]) Let N = (N ;∨) be a nearlattice. Define a ternary oper-
ation by m(x, y, z) = (x ∨ z) ∧ (y ∨ z) on N . Then m(x, y, z) is an everywhere
defined operation and the following identities are satisfied:

(P1) m(x, y, x) = x;

(P2) m(x, x, y) = m(y, y, x);

(P3) m(m(x, x, y),m(x, x, y), z) = m(x, x,m(y, y, z));

(P4) m(x, y, p) = m(y, x, p);

(P5) m(m(x, y, p), z, p) = m(x,m(y, z, p), p);

(P6) m(x,m(y, y, x), p) = m(x, x, p);

(P7) m(m(x, x, p),m(x, x, p),m(y, x, p)) = m(x, x, p);

(P8) m(m(x, x, z),m(y, y, z), z) = m(x, y, z).

Conversely, let N = (N ;m) be an algebra of type (3) satisfying (P1)–(P7). If we
define x ∨ y = m(x, x, y), then (N ;∨) is a join-semilattice and for each p ∈ N,
([p);≤) is a lattice, where for x, y ∈ [p) their infimum is x ∧ y = m(x, y, p).
Hence (N ;∨) is a nearlattice. If, moreover, N = (N ;m) satisfies also (P8),
then the correspondence between nearlattices and algebras (N ;m) satisfying
(P1)–(P8) is one-to-one.

Thus nearlattices similarly as lattices have two faces and we shall alternate in
our investigations between them depending which one will be more convenient.
The following notions of distributivity for nearlattices have been introduced

in [4]:

Definition 2 Let N = (N ;m) be an algebra of type (3). We call N distributive
if it satisfies the identity

(D1) m(x,m(y, y, z), p) = m(m(x, y, p),m(x, y, p),m(x, z, p)).
If N satisfies the identity
(D2) m(x, x,m(y, z, p)) = m(m(x, x, y),m(x, x, z), p),
it is called dually distributive.
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It is expected that both notions are related in the case of nearlattices. Indeed,
one can prove the following statement:

Proposition 2 ([4]) Let N = (N ;m) be an algebra of type (3) satisfying
(P1)–(P7). Then the following conditions are equivalent:

(1) N is distributive;
(2) N is dually distributive;
(3) in the associated semilattice, every principal filter is a distributive lattice.

Due to the previous description of distributivity for nearlattices, we are able
to get very simple arguments to prove that in a distributive nearlattice N , every
ideal of N is a congruence class.

2 Ideals and congruence classes on distributive
nearlattices

The concept of an ideal in a distributive nearlattice was defined in [10]:

Definition 3 A subset ∅ �= I ⊆ N of a nearlattice N = (N ;m) is called an
ideal if

(I1) m(x, x, y) ∈ I for all x, y ∈ I;
(I2) m(x, y, p) ∈ I for all x ∈ I and y, p ∈ N with p ≤ x.

Note that I is an ideal of N if and only if it is a downset closed under
suprema with respect to the induced order of N .
Lemma 1 A subset ∅ �= I ⊆ N of a nearlattice N = (N ;∨) is an ideal if and
only if it satisfies the following two conditions

(i1) x, y ∈ I ⇒ x ∨ y ∈ I;

(i2) x ∈ I, a ≤ x ⇒ a ∈ I.

Proof It is clear. �

Example 1 Let N = ({x, x∨ y, y, p, q, 1};∨) be a nearlattice whose diagram is
depicted in Fig. 1. The set I = {x, x ∨ y, y} is clearly an ideal on N .
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By a congruence on a nearlattice N = (N ;m) we mean an equivalence
relation Θ on N such that for all x1, x2, y1, y2, z1, z2 ∈ N we have that 〈x1, x2〉 ∈
Θ, 〈y1, y2〉 ∈ Θ, 〈z1, z2〉 ∈ Θ imply

〈m(x1, y1, z1),m(x2, y2, z2)〉 ∈ Θ.

This concept can be translated for the alternative description of a nearlattice
as follows:

Lemma 2 Let N = (N ;∨) be a nearlattice. Then Θ is a congruence on N
if and only if it is an equivalence relation on N which satisfies the following
implication (∗):
〈x1, x2〉, 〈y1, y2〉 ∈ Θ ⇒ 〈x1 ∨ y1, x2 ∨ y2〉 ∈ Θ, and 〈x1 ∧ y1, x2 ∧ y2〉 ∈ Θ,
whenever x1 ∧ y1, x2 ∧ y2 are defined.

Proof (⇒) : Let Θ be a congruence on N . Let 〈x1, x2〉 ∈ Θ and 〈y1, y2〉 ∈ Θ.
Then, by definition of congruence on N , 〈m(x1, x1, y1),m(x2, x2, y2)〉 ∈ Θ, i.e.
〈x1 ∨ y1, x2 ∨ y2〉 ∈ Θ. Now, we observe the following property of Θ :

(P) If x ≤ y, 〈x, y〉 ∈ Θ and x ∧ z exists, then 〈x ∧ z, y ∧ z〉 ∈ Θ.

Indeed, we have 〈m(x, z, x ∧ z),m(y, z, x∧ z)〉 ∈ Θ, where

m(x, z, x ∧ z) = (x ∨ (x ∧ z)) ∧ (z ∨ (x ∧ z)) = x ∧ z

and
m(y, z, x ∧ z) = (y ∨ (x ∧ z)) ∧ (z ∨ (x ∧ z)) = y ∧ z,

and hence 〈x ∧ z, y ∧ z〉 ∈ Θ.
Now, assume that 〈x1, x2〉, 〈y1, y2〉 ∈ Θ, and x1 ∧ y1, x2 ∧ y2 exists. Then

〈x1, x1 ∨ x2〉 ∈ Θ and since x1 ∧ y1 exists, we have 〈x1 ∧ y1, (x1 ∨ x2) ∧ y1〉 ∈ Θ
by (P). Analogously, 〈y1, y1 ∨ y2〉 ∈ Θ entails

〈(x1 ∨ x2) ∧ y1, (x1 ∨ x2) ∧ (y1 ∨ y2)〉 ∈ Θ.

Therefore
〈x1 ∧ y1, (x1 ∨ x2) ∧ (y1 ∨ y2)〉 ∈ Θ.

Similarly we can show that 〈x2 ∧ y2, (x1 ∨ x2) ∧ (y1 ∨ y2)〉 ∈ Θ. Consequently,
due to transitivity of Θ we obtain 〈x1 ∧ y1, x2 ∧ y2〉 ∈ Θ.
(⇐) : Let Θ be an equivalence relation on N satisfying (∗). Let 〈x1, x2〉, 〈y1, y2〉,
〈z1, z2〉 ∈ Θ. Then 〈x1 ∨ z1, x2 ∨ z2〉, 〈y1 ∨ z1, y2 ∨ z2〉 ∈ Θ, and hence also

〈(x1 ∨ z1) ∧ (y1 ∨ z1), (x2 ∨ z2) ∧ (y2 ∨ z2)〉 ∈ Θ,

i.e. 〈m(x1, y1, z1),m(x2, y2, z2)〉 ∈ Θ, thus Θ is a congruence on N . �

We can show that for distributive nearlattices, the ideals are related to con-
gruences in the same way as it is for lattices (see e.g. [9]).
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Theorem 1 Let N = (N ;∨) be a distributive nearlattice. Then each ideal I of
N is a congruence class of ΘI ∈ ConN , defined by

〈x, y〉 ∈ ΘI iff there exists c ∈ I such that x ∨ c = y ∨ c.
Proof Of course, ΘI is reflexive and symmetric. Suppose 〈a, b〉 ∈ ΘI and
〈b, c〉 ∈ ΘI . Then a ∨ x = b ∨ x and b ∨ y = c ∨ y for some x, y ∈ I. Since I
is an ideal, we have x ∨ y ∈ I. Thus a ∨ x ∨ y = b ∨ x ∨ y = c ∨ x ∨ y, whence
〈a, c〉 ∈ ΘI , i.e. ΘI is an equivalence on N .
Let 〈a, b〉 ∈ ΘI and c ∈ N . Then there exists x ∈ I such that a ∨ x = b ∨ x

and thus a ∨ c ∨ x = b ∨ c ∨ x, hence 〈a ∨ c, b ∨ c〉 ∈ ΘI . Using transitivity of
ΘI , we easily obtain that ΘI is compatible with the operation ∨.
Now, let 〈a, b〉 ∈ ΘI , 〈c, d〉 ∈ ΘI and let a ∧ c, b ∧ d are defined. Then

a ∨ x = b ∨ x and c ∨ y = d ∨ y for some x, y ∈ I. Applying distributivity of N,
we have

(a ∨ x) ∧ (c ∨ y) = (a ∧ c) ∨ (x ∧ c) ∨ (a ∧ y) ∨ (x ∧ y) = (a ∧ c) ∨ z,
where z = (x ∧ (c ∨ y)) ∨ (y ∧ (a ∨ x)) ∈ I. Analogously,

(b ∨ x) ∧ (d ∨ y) = (b ∧ d) ∨ (x ∧ d) ∨ (b ∧ y) ∨ (x ∧ y) = (b ∧ d) ∨ z,
which gives 〈a∧ c, b∧ d〉 ∈ ΘI , i.e. ΘI is compatible with a partial operation ∧.
Applying Lemma 2, we have shown that ΘI is a congruence on N .
Further, suppose a, b ∈ I. By (i1), a∨b ∈ I and since a∨(a∨b) = b∨(a∨b),

we have 〈a, b〉 ∈ ΘI . Conversely, let a ∈ I and 〈a, c〉 ∈ ΘI . Then there exists
x ∈ I such that a ∨ x = c ∨ x. But a ∨ x ∈ I, whence c ∨ x ∈ I. Since c ≤ c ∨ x,
by (i2) we have c ∈ I, which yields I = [a]ΘI , i.e. I is a class of ΘI . �

Corollary 1 Each ideal of a nearlattice N = (N ;∨) is a class of at least one
congruence if and only if N is distributive.
Proof If N is distributive and I is its ideal then, by Theorem 1, I is a class of
the congruence ΘI .
Conversely, let N be not distributive. Then, by Proposition 2, there exists

a principal filter [b) which is not a distributive lattice, i.e. it contains N5 or M3

(see Fig. 2).
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In both cases, one can easily prove that (x] = I(x) = {a ∈ N ; a ≤ x} is an
ideal on nearlattice N which is not a class of any congruence Θ on N . Indeed,
let (x] be a class of congruence Θ on N . Since u, x ∈ (x] we have 〈u, x〉 ∈ Θ
(see Fig. 2). So 〈u ∨ z, x ∨ z〉 ∈ Θ, i.e. 〈z, v〉 ∈ Θ. Further, 〈z ∧ y, v ∧ y〉 ∈ Θ
because z ∧ y and v ∧ y exists in [u). Hence 〈u, y〉 ∈ Θ, which yields y ∈ (x], a
contradiction. �

3 Annihilators on nearlattices

The aim of this section is to show that annihilators can be used for a character-
ization of distributivity or modularity of nearlattices in the way similar to that
for lattices, see e.g. [7, 12, 13]. However, the concept of a relative annihilator
must be defined in a slightly different way from that for lattices [2, 8, 12].

Definition 4 Let N = (N ;∨) be a nearlattice and a, b, x, z ∈ N . By a relative
annihilator of a with respect to b we mean the set 〈a, b〉 = {z ∈ N ; z ≤ x where
a ∧ x exists and a ∧ x ≤ b}.

Remark 1 It means that our relative annihilator in a nearlattice is in fact a
downset of a relative annihilator as defined in [7, 12, 13]. The reason is that
e.g. for 〈q, y〉 of the nearlattice from Example 1 we have (x ∨ y) ∧ q ≤ y thus
x∨ y ∈ 〈q, y〉 but x ≤ x∨ y and x∧ q is not defined. Hence, we must extend the
original concept into a downset.

Theorem 2 Let N = (N ;∨) be a nearlattice. The following conditions are
equivalent:

(i) N is distributive;
(ii) 〈a, b〉 is an ideal of N for all a, b ∈ N ;

(iii) 〈a, b〉 is an ideal of N for each b ≤ a.

Proof (i)⇒(ii): Let N be distributive and a, b ∈ N . Suppose z ∈ 〈a, b〉 and
y ≤ z. Then obviously y ∈ 〈a, b〉. If z, y ∈ 〈a, b〉 then z ≤ x1 with a ∧ x1 ≤ b
and y ≤ x2 with a ∧ x2 ≤ b (for some x1, x2 ∈ N). Thus z ∨ y ≤ x1 ∨ x2. It is
evident that all considered meets exist and due to distributivity of N ,

(x1 ∨ x2) ∧ a = (x1 ∧ a) ∨ (x2 ∧ a) ≤ b.

Hence x1 ∨ x2 ∈ 〈a, b〉 and thus also z ∨ y ∈ 〈a, b〉, i.e. 〈a, b〉 is an ideal of N .
(ii)⇒(iii) is trivial. Prove (iii)⇒(i). Let a ∈ N and x, y, z ∈ [a). Then

y ∧ x, z ∧ x exist and (y ∧ x) ∨ (z ∧ x) ≤ x. Hence, by (iii), 〈x, (y ∧ x) ∨ (z ∧ x)〉
is an ideal I of N . Since x ∧ y ≤ (y ∧ x) ∨ (z ∧ x), we have y ∈ I. Analogously,
x ∧ z ≤ (y ∧ x) ∨ (z ∧ x), thus z ∈ I and hence also y ∨ z ∈ I, i.e. (y ∨ z) ∧ x ≤
(y ∧ x) ∨ (z ∧ x). We have shown that [a) is a distributive lattice thus the
nearlattice N is distributive. �
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Example 2 A nearlatticeN depicted in Fig. 3 is not distributive and hence the
relative annihilator 〈a, b〉 = {p, q, b, x, y} is not an ideal ofN because x, b ∈ 〈a, b〉
but 1 = x ∨ b /∈ 〈a, b〉.
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We say that a nearlattice N = (N ;∨) is modular if each its principal filter
is a modular lattice with respect to the induced order ≤.
The following result is a generalization of that from [8] for nearlattices:

Theorem 3 Let N = (N ;∨) be a nearlattice. The following conditions are
equivalent:

(i) N is modular;
(ii) x ∨ y ∈ 〈a, b〉 for each b ≤ a and all x ∈ (b], y ∈ 〈a, b〉.

Proof (i)⇒(ii): Let y ∈ 〈a, b〉 for b ≤ a and x ∈ (b], i.e. x ≤ b ≤ a, thus
x, b, a, x ∨ y ∈ [x) and, due to modularity of the lattice [x),

a ∧ (x ∨ y) = (a ∧ y) ∨ x ≤ b

whence x ∨ y ∈ 〈a, b〉.
(ii)⇒(i): Let x, y, z ∈ [a) for some a ∈ N with x ≤ z. Then z∧y exists in [a) and
x∨ (z∧y) ≤ z and z∧x = x ≤ x∨ (z∧y), therefore x ∈ 〈z, x∨ (z∧y)〉. Further,
z∧y ≤ x∨(z∧y) thus y ∈ 〈z, x∨(z∧y)〉. By (ii) we have x∨y ∈ 〈z, x∨(z∧y)〉,
i.e. (x ∨ y) ∧ z ≤ x ∨ (y ∧ z) and hence [a) as well as N is modular. �

Example 3 One can easily see that the nearlattice N in Fig. 3 is not modular.
For b ≤ a and for p ∈ (b], y ∈ 〈a, b〉 we have 1 = p ∨ y /∈ 〈a, b〉.

Let N = (N ;∨) be a nearlattice and ∅ �= A ⊆ N . A is called a sublattice
of N if it is a lattice with respect to the induced order ≤ of N and ∨ and ∧
coincide with the corresponding operations of N .
A sublattice M of a nearlattice N is called maximal if M is not a proper

sublattice of another sublattice of N .
From now on, we will suppose that every maximal sublattice Mγ of a near-

lattice N has a least element 0γ .
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We define a nearlattice (N ;∨) to be 0-distributive if for all x, y, z ∈ Mγ , if
x ∧ y, x ∧ z are defined and

x ∧ y = 0γ = x ∧ z then x ∧ (y ∨ z) = 0γ .

Definition 5 Let N be a nearlattice such that each of its maximal sublattices
Mγ has a least element 0γ . For a ∈ N, define 〈a〉γ = {y ∈Mγ ; a ∧ y = 0γ}, the
so-called annihilator of a.

Remark 2 It is an easy observation that if a nearlattice N has a least element
0 (and hence it is a lattice M1) then we have 〈a〉1 = 〈a, 0〉 for each a ∈ N .
Moreover, in every nearlattice N where each maximal sublattice Mγ has a least
element 0γ we have 〈a〉γ = 〈a, 0γ〉 ∩Mγ for each a ∈Mγ .

Theorem 4 Let N be a nearlattice such that each of its maximal sublattices
Mγ has a least element 0γ. The following conditions are equivalent:

(i) every Mγ is 0-distributive;

(ii) 〈a〉γ is an ideal in Mγ for each a ∈ N whenever 〈a〉γ �= ∅.
Proof (i)⇒(ii): Let x, y, z ∈ Mγ and assume x ∧ z = 0γ , y ∧ z = 0γ . Due to
0-distributivity of Mγ , also (x ∨ y) ∧ z = 0γ and hence x ∨ y ∈ 〈z〉γ . Of course,
if t ∈ 〈z〉γ and u ≤ t for u ∈Mγ then z ∧ u ≤ z ∧ t = 0γ whence u ∈ 〈z〉γ . Thus
〈z〉γ is an ideal of Mγ .
(ii)⇒(i): Let a, b, c ∈ Mγ and a ∧ c = 0γ , b ∧ c = 0γ . Then a, b ∈ 〈c〉γ and,

by (ii), also a ∨ b ∈ 〈c〉γ , i.e. (a ∨ b) ∧ c = 0γ thus Mγ is 0-distributive. �

Example 4 (a) Consider the nearlattice N = (N ;∨) depicted in Fig. 4.
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Clearly, M1 = {01, a, b, c, 1} and M2 = {02, c, 1} are the only maximal sublat-
tices of N . We have a∧ b = b∧ c = 01, but b∧ (a∨ c) = b∧ 1 = b �= 01, so M1 is
not 0-distributive, i.e. N is not 0-distributive. Let us note that for x ∈ {a, b, c},
the set 〈x〉1 is not an ideal in M1. On the contrary,M2 is 0-distributive and for
each its element y ∈M2, the set 〈y〉2 is an ideal in M2.
(b) It is easy to check that for each a ∈ N of the nearlattice N from Exam-

ple 2 (see Fig. 3), if 〈a〉γ �= ∅ then it is an ideal in Mγ (γ = 1, 2 and 01 = p,
02 = q). Hence N is 0-distributive.
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Abstract

In this paper there are discussed the three-component distributions of
affine space An+1. Functions {Mσ}, which are introduced in the neigh-
borhood of the second order, determine the normal of the first kind of
H-distribution in every center of H-distribution.
There are discussed too normals {Zσ} and quasi-tensor of the sec-

ond order {Sσ}. In the same way bunches of the projective normals of
the first kind of the M-distributions were determined in the differential
neighborhood of the second and third order.

Key words: Equipping distributions; linear distribution; affine space.
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1 Introduction

The given paper applies to differential geometry of a multi-dimensional affine
space An+1. The three-component distributions of an affine space are discussed.
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Functions {Mσ} are introduced in the neighborhood of the second order. They
determine the normal of the first kind of a H-distribution in every center of
a H-distribution. The normal {Mσ} is a generalization of Miheylesku normal
of the first kind for a hyperplane distribution of an affine space. The field of
the normals {Zσ} was constructed by an inner invariant method in the third
differential neighborhood of the forming element of the H-distribution. The
object {Zσ} determines the projective normal – analog of Fubini normal for
the H-distribution in every center of the forming element of the H-distribution.
The quasi-tensor of the second order {Sσ} determines the projective normal of
the first kind of the H-distribution. Projective normals of the first kind {Mσ},
{Zσ}, {Sσ} determine bunches of the projective normals of the first kind of the
H-distribution in the differential neighborhood of the second and third orders.
In the same way bunches of the projective normals of the first kind of the M -
distribution were determined in the differential neighborhood of the second and
third orders. We use results, which we have got in [2, 3].

2 Definition of the three-component distribution

Let us consider an (n + 1)-dimensional affine space An+1, which is taken to a
movable frame R = {A, ēI}. Differential equations of an infinitesimal transfer-
ence of the frame R look as follows: dA = ωI ēI , dēI = ωK

I ēK, where ω
K
I , ω

I

are invariant forms of an affine group, which satisfy equations of the structure:

dωI = ωK ∧ ωI
K, dωK

I = ωJ
I ∧ ωK

J .

Structural forms of a current point X = A + xI ēI of a space An+1 look as
follows:

�XI ≡ dxI + xKωI
K + ωI .

The combination of the current point X and point of the frame A leads to
the following equation:

�XI = ωI .

An immobility condition of the point A is written down as follows: ωI = 0.
Let the frame chosen by this way be called the frame R̃. Let Πr is an r-

dimensional plane in An+1 be given by the following way: Πr = [A, L̄p], where
L̄p = ēp + Λû

p ēû. Let m-dimensional plane Πm be set by the following way:
Πm = [A, M̄a], where M̄a = ēa +M α̂

a ēα̂. A hyperplane Πn is a set Πn = [A, T̄σ],
where T̄σ = ēσ +Hn+1

σ ēn+1.

Definition 1 The (n+1)-dimensional manifolds in spaces of notion {�Λû
p , ω

I},
{�M α̂

a , ω
I}, {�Hn+1

σ , ωI} which are determined by differential equations
�Λû

p = Λû
pKω

K, �M α̂
a = M α̂

aKω
K, �Hn+1

σ = Hn+1
σK ωK, (1)

are called distributions of the first kind accordingly of: r-dimensional linear
elements (Λ-distribution), m-dimensional linear elements (M -distribution) and
hyperplanes (H-distribution).
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Equations of the system (1) to each point A (center of distribution) are the
set according to planes Πr,Πm,Πn.
Let consider that manifolds (1) are distributions of tangent elements: center

A belongs to planes Πr,Πm,Πn. We demand, that in some area of the space
An+1 for any center A the following condition take place: A ∈ Πr ⊂ Πm ⊂ Πn.

Definition 2 The three of distributions of the affine space An+1, consisting of
basic distribution of the first kind r-dimensional linear elements Πr ≡ Λ (Λ-
distribution), equipping distribution of the first kind of m-dimensional linear
elements Πm ≡M (M -distribution) and equipping distribution of the first kind
of hyperplane elements Πr ≡ H (r < m < n) (H-distribution) with relation
of an incidence of their corresponding elements in a common center A of the
following view: A ∈ Λ ⊂M ⊂ H are called H-distribution.
Let us make the following canonization of the frame R̃: we will place vectors

ēp in the plane Πr, vectors ēi – in plane Πm, and vectors ēσ – in plane Πn. Such
frame will be called the frame of the null order R0. This definition leads to the
following equations:

Λû
p = 0, M α̂

a = 0, Hn+1
σ = 0.

In the frame R0 the H-distribution is defined by the differential equations:
ωû

p = Λû
pKω

K, ωα̂
i = M α̂

iKω
K, ωn+1

α = Hn+1
αK ωK.

According to N. Ostianu lemma it is possible partial the zero-order frame
R0 canonization, where Mn+1

iq = 0, Hn+1
αq = 0. We will call it frame of the first

order R1.
In the chosen frame R1 the manifoldH is determined by the following system

of differential equations:

ωû
p = Λû

pKω
K, ωn+1

i = Mn+1
iû ωû,

ωα
i = Mα

iKω
K, ωn+1

α = Hn+1
αû ωû, ωp

u = Ap
uKω

K.

3 Tensor of inholonomicity of H-distribution
It’s easy to show, that geometry of three-component distributions can be used
for studying geometry of regular and degenerate hyperzones, zones, hyperzone
distributions, surfaces of full and not full range, tangent equipped surfaces in
affine spaces. For example, we will suppose, that the H-distribution is holo-
nomic, that is the basic distribution Λ is holonomic. System of differential
equations ωû

0 = Λû
pω

p
0 , which is associated with basic Λ-distribution, is quite

integrable if and only if, when the tensor of the first order

rû
pq =

1
2
(Λû

pq − Λû
qp)

turns into zero.
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Tensor {rû
pq} will be called tensor of the inholonomicity of theH-distribution.

The basic Λ-distribution determines (n − r + 1)-parametric assemblage of r-
dimensional surfaces Vr (planes Λ are rounded by r-dimensional surfaces of
(n− r + 1)-parametric assemblage).
In the time of displacement of center A along a fixed surface Vr, differential

equations, which determine the H-distribution relatively the frame R̃

ωû
0 = Λû

qω
q, �Λû

p = (Λû
pq + Λû

pv̂Λv̂
q)ω

q,

�M α̂
i = (M α̂

iq +M α̂
iv̂Λ

v̂
q)ω

q, �Hn+1
α = (Hn+1

αq +Hn+1
αv̂ Λv̂

q)ω
q

are differential equations of r-dimensional zone Vr(m) of the order m [7, 8]
equipped by a field of hyperplanes H . A geometrical object {Hn+1

τ } (object H)
is the fundamental equipping object of a zone Vr(m).
Following G. F. Laptev [5], the zone Vr(m), on which the field of the funda-

mental equipping object H is set, we will call an equipped zone Vr(m) and we
will disignate as Vr(m)(H).
Let note, that relatively of the frame R0, which is adapted the fields of

the planes Λ,M,H , differential equations of the manifold Vr(m)(H) have more
simple form:

ωû
0 = 0, ωû

p = Λû
pqω

q, Λû
pq = Λû

qp, (2)

ωα̂
i = M α̂

iqω
q, (3)

ωn+1
α = Hn+1

αq ωq, (4)

where equations (2), (3) are analogous to equations of the zone Vr(m), which
are discussed in the work of M.M. Pohila [7]. Equations (4) characterize the
equipment of the zone Vr(m) by the field of hyperzones H .

Thus, a transformation of a tensor {rû
pq} to zero is the condition, where the

space An+1 desintegrates to (n−r+1)-parametric assemblage of equipped zones
Vr(m)(H). So plane Λ(A) in its center A is the tangent plane of the surface Vr

(Vr is basic surface of equipped zone Vr(m)(H)), plane (M(A)) is the tangentm-
plane of the basic surface in the center A. The hyperplaneH(A) is the equipping
plane of the zone Vr(m)(H). At that time we suppose, that the condition of the
incidence of planes Λ,M,H is executed .
On the other hand, equations (2), (4) determine in the frame R0 the hy-

perplane Hr [9], and equations (3) characterize an equipment of the hyperzone
Hr by field of planes M . This field of planes M is determined by the field
of the geometrical object {M α̂

a } – field of the fundamental equipping object of
the hyperzone Hr. We will disignate the hyperzone Hr, which is equipped by
the field of planes M , as Hr(M). Thus, the theory of the three-component
H-distribution is a generalization of theories of the regular hyperzone Hr and
the zone Vr(m)(H) of the affine space.
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4 Tensor of inholonomicity of equipping distributions

Let consider the system of differential equations

ωα̂
0 = M α̂

a ω
a, (5)

which is associated with the M -distribution. This system is fully integrable
if and only if, when the tensor of inholonomicity {rα̂

ab} of the equipping M -
distribution

rα̂
ab =

1
2
(M α̂

ab −M α̂
ba)

equals to zero.
At rα̂

ab = 0 the system (5) determines (n−m+ 1)-parametric assemblage of
the m-dimensional surfaces Vm – m-dimensional integral manifolds. One and
only one such manifold passes across each point of the area of such manifolds
(planesM are rounded by m-dimensional surfaces Vm of (n−m+1)-parametric
assemblage).
In the time of displacement of the center A along the fixed surface Vm equa-

tions, that determine the H-distribution, define the tangent r-equipped surface
Vm(r) [4], which is equipped by the field of tangent hyperplanes H . Actually,
from system, which consists from differential equations (5) and equations, which
determines the H-distribution, we can pick out a subsystem

ωα̂ = M α̂
b ω

b, �M α̂
a = M α̂

abω
b, �Λi

p = Λi
pbω

b, M α̂
[ab] = 0.

This subsystem determines the tangent r-equipped surface Vm,r [4]. In this
case the geometrical object {Hn+1

τ } (object H) is the fundamental equipping
object of the tangent r-equipped surface Vm,r. Such tangent r-equipped surfaces
Vm,r, which are equipped by the field of tangent hyperplanes , we will disignate
as Vm,r(H). Thus, if the tensor of the inholonomicity {rα̂

ab} of the equipping
M -distribution equals to zero, so the space An+1 disintegrates to (n−m+ 1)-
parametric assemblage of manifolds look as follows Vm,r(H).
On the other hand, the H-distribution for which rα̂

ab = 0 can be interpreted
like the hyperzone Hm, which is equipped by the field of tangent planes Λ.
Hence, geometry of the H-distribution of the affine space, naturally, is richer
than geometry of tangent r-equipped surfaces and geometry of hyperzones Hm

of the affine space, because it consists of a constructions, which don’t have
any sense for the latter. Also, geometry of the H-distribution can be used for
studying of degenerated hyperzones [6] and surfaces [1].
The system of differential equations

ωn+1 = Hn+1
τ ωτ , (6)

which is associated with the equipping distribution of hyperplanes H (H-distri-
bution), is fully integrable if and only if, when the tensor of the first order

rn+1
τσ =

1
2
(Hn+1

τσ −Hn+1
στ )

turns into zero.
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On the condition, that the tensor of the inholonomicity {rn+1
τσ } of the equip-

ping H-distribution equals to zero, the system (6) determines one-parametric
assemblage of hypersurfaces Vn (planes H are rounded by hypersurfaces Vn of
one-parametric assemblage ).
In the time of a displacement of the center A along the fixed surface Vn equa-

tions, which determine the H-distribution, represent equations of the hypersur-
face, which is equipped by fields of geometrical objects {Λû

p} and {M α̂
a } (fields

of planes Λ and M , where Λ ⊂ M). Hence, the theory of the three-component
H-distribution is also the generalization of the theory of hypersurfaces of the
affine space.

5 Normals of the equipping distributions

Quasi-tensors were constructed in the second differential neighborhood:

Bp = − 1
r + 2

apqBq, Bi = − 1
m− r + 2

ajiBj − 1
m− r + 2

Λpka
kiBp,

Bα = − 1
m− r + 2

(HγαBγ + ΛpγH
γαBp +MiγH

γαBi),

∇Bp −Bpωn+1
n+1 + ωp

n+1 = Bp
Kω

K,

∇Bi −Biωn+1
n+1 + ωi

n+1 = Bi
Kω

K, ∇Bα −Bαωn+1
n+1 + ωα

n+1 = Bα
Kω

K.

The geometrical object {Bσ} determines the normal of the first kind of the
H-distribution by an inner invariant method. The normal B coincides with
the Blaschke normal in case of the hyperplane distribution. Affine normals of
the first kind Bn−r+1, Bn−m+1 of the Λ-distribution and of the M -distribution
accordingly are determined in the same way.
Quasi-tensors were constructed in the differential neighborhood of the second

order:

γp = − 1
r + 2

Λpqγq, γi = − 1
m− r + 2

M jiγj +
m− r − 2
m− r + 2

ΛpkM
kiγp,

γα = − 1
n−m+ 2

(Hαβγβ +
n−m− 2
n−m+ 2

(ΛpγH
αγγp +MiγH

αγγi),

∇γp − γpωn+1
n+1 + ωp

n+1 = γp
Kω

K,

∇γi − γiωn+1
n+1 + ωi

n+1 = γi
Kω

K, ∇γα − γαωn+1
n+1 + ωα

n+1 = γα
Kω

K.

Fields of the geometrical objects {γa}, {γσ} determine fields of the normals
of the first kind of the equippingM -distribution, of the equippingH-distribution
accordingly.
The quasi-tensor {Mσ}:

Mσ =
1
2
(Lσ + γσ), ∇Mσ −Mσωn+1

n+1 + ωσ
n+1 = Mσ

KωK,



Equipping distributions for linear distribution 41

determines the normal of the first kind of the H-distribution in the differential
neighborhood of the second order, which is invariant relatively of the projective
group of the transformations.
The normal {Mσ} is the Mihajlesku normal of the first kind of the hyper-

plane distribution of the affine space.
The field of the affine normal of the first kind of the H-distribution is deter-

mined by the object {B̂τ} in the differential neighborhood of the third order:

B̂τ = Hρτ B̂ρ, ∇B̂τ − B̂τωn+1
n+1 + ωτ

n+1 = B̂τ
Kω

K.

The quasi-tensor {Zσ} of the third order:

Zσ = B̂σ + ĥσ, ∇Zσ −Zσωn+1
n+1 + ωσ

n+1 = Zσ
Kω

K,

determines the projective normal—analog of the Fubiny’s normal for the
H-distribution in each center of the forming element of the H-distribution.
The object {Za} determines the projective normal of the first kind of the

M -distribution.
The object {Sa}, where

Sσ = −1
2
(Hρn+1 +

1
n+ 2

pρ)Hρσ, ∇Sσ − Sσωn+1
n+1 + ωσ

n+1 = Sσ
KωK,

determines the projective normal of the first kind of the M -distribution.

Theorem 1 The projective normals of the first kindM, Z, S determine bunches
of the projective normals of the first kind of the H-distribution:
a) in the differential neighborhood of the second order

M̃σ(E) = Mσ − E(Mσ − Sσ);

b) in the differential neighborhood of the third order

Φ̂σ(E) = Zσ − E(Zσ −Mσ), Ẑσ(E) = Zσ − E(Zσ − Sσ),

where E – absolute invariant.

These normals determine bunches of the projective normals of the first kind
of the equipping M -distribution:
a) in the differential neighborhood of the second order

M̃a(E) = Mi − E(Ma − Sa).

b) in the differential neighborhood of the third order {Φ̂a(E)}, {M̂a(E)}.
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Abstract

The linear regression model, where the mean value parameters are
divided into stable and nonstable part in each of both epochs of mea-
surement, is considered in this paper. Then, equivalent formulas of the
best linear unbiased estimators of this parameters in both epochs using
partitioned matrix inverse are derived.

Key words: Twoepoch regression model; best linear unbiased esti-
mators of the first order parameters.
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1 Motivation

Many real problems, convenient for linear statistical modelling, typically from
the field of geodesy, are investigated in more than one epoch to obtain better
estimations of the unknown mean value parameters (see [5], [6], [7] and also [3],
[4]). From the principle of concrete situation we suppose that some mean value
(first order) parameters does not change their values during epochs (i.e. stable
parameters) contrary to so called nonstable parameters. There are also many
other problems, convenient for linear modelling, where the role of stable and

43
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nonstable parameters is not exactly given. Dividing the first order parameter to
the stable and nonstable part we achieve better fit of the corresponding linear
model to the concrete situation. As an example we choose the problem from [1],
p. 90. A dependence of petrol consumption in litres to the rate in kilometers
per hour by a certain car marque was investigated. The quadratical trend was
chosen as the most convenient to describe the dependence. Let us have a new
car and an older car. Then it is clear that the petrol consumption will be
generally greater by the old car but the quadratical dependence to the rate by
both cars will stay approximately unchanged. If we adopt this situation as an
example of twoepoch measurement (the most occured in simpler problems), we
can select the linear and quadratical term parameters to be stable and absolute
term parameter to be nonstable first order parameters. Estimation of the stable
and nonstable parameters using both epochs together give us better information
about the dependence and increasing consumption than estimations in single
epochs separately.
Let us formalize the performed considerations. The results of the measure-

ment could be described as

Y1i = β1x
2
1i + β2x1i + γ1 + ε1i, i = 1, . . . , n1

in the first epoch and

Y2i = β1x
2
2i + β2x2i + γ2 + ε2i, i = 1, . . . , n2

in the second epoch of measurement. Let us consider the n1 + n2 dimensional
observation vectorY = (Y′

1,Y
′
2)

′ after the second epoch of the measurent. The
model described above could be generally rewritten in the form(

Y1

Y2

)
=
(

X1 W1 0
X2 0 W2

) β
γ1

γ2

+
(

ε1

ε2

)
. (1)

The (design) matrices X1,X2,W1,W2 are known; β ∈ Rr is a vector of the
useful stable parameters, the same in both epochs; (γ′

1,γ
′
2)

′ ∈ Rs1+s2 is a vector
of nonstable parameters in the first and the second epoch of measurement.
With respect to formerly mentioned, let us consider the linear model (1),

called the twoepoch model with the stable and nonstable parameters. We sup-
pose that

1. E(Y1) = X1β + W1γ1, E(Y2) = X2β + W2γ2,
∀β ∈ Rr, ∀γ1 ∈ Rs1 , ∀γ2 ∈ Rs2 ;

2. var
[(

Y1

Y2

)]
=
(
σ2Σ1 0

0 σ2Σ2

)
, σ2 > 0 is unknown parameter;

3. the matrix Σi is not a function of the vector (β′,γ′
i)

′ for i = 1, 2.

If the matrix (
σ2Σ1 0

0 σ2Σ2

)
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is positive definite (p.d.) and rank

r

[(
X1 W1 0
X2 0 W2

)]
= r + s1 + s2 < n1 + n2,

the model is said to be regular (see [5], p. 13).
The mentioned problem produces

X1 =

 x2
11 x11

...
...

x2
1n1

x1n1

 , X2 =

 x2
21 x21

...
...

x2
2n2

x2n2

 ,

W1 = (

n1−times︷ ︸︸ ︷
1, . . . , 1)′ = 1n1 , W2 = (

n2−times︷ ︸︸ ︷
1, . . . , 1)′ = 1n2 ,

β = (β1, β2)′, γ1 = γ1, γ2 = γ2.

In the case of positive definitness of the matrices Σ1, Σ2 is the model evidently
regular.

2 Notation and auxiliary statements

Let us summarize the notation, used throughout the paper:
Rn the space of all n-dimensional real vectors;
u, A the real column vector, the real matrix;
A′, r(A) the transpose, the rank of the matrix A;
M(A), Ker(A) the range, the null space of the matrix A;
PA the orthogonal projector ontoM(A) (in Euclidean

sense);
MA = I− PA the orthogonal projector ontoM⊥(A) = Ker(A′);
Ik the k × k identity matrix;
0m,n the m× n null matrix;
1k = (1, . . . , 1)′ ∈ Rk;
Fm,n random variable with F distribution with m and n

degrees of freedom;
Fm,n(1 − α) (1 − α)-quantile of this distribution.

Lemma 1 Inverse of partitioned p.d. matrix A B D
B′ C 0
D′ 0 E

 is equal to

Q11 Q12 Q13

Q21 Q22 Q23

Q31 Q32 Q33

 ,

where (Q21 = (Q12)′, Q31 = (Q13)′, Q32 = (Q23)′) Q11 −Q11BC−1 −Q11DE−1

−C−1B′Q11 C−1 + C−1B′Q11BC−1 −Q21DE−1

−E−1D′Q11 −E−1D′Q12 E−1 + E−1D′Q11DE−1

 ,
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with
Q11 = (A − BC−1B′ − DE−1D′)−1

(Version I); equivalently

Q11 = (A − DE−1D′)−1 + (A − DE−1D′)−1BQ22B′(A − DE−1D′)−1,

Q12 = −(A − DE−1D′)−1BQ22,

Q13 = −Q11DE−1,

Q22 = [C − B′(A − DE−1D′)−1B]−1,

Q23 = −Q21DE−1,

Q33 = E−1 + E−1D′Q11DE−1,

(Version II) and equivalently

Q11 = (A − BC−1B′)−1 + (A − BC−1B′)−1DQ33D′(A − BC−1B′)−1,

Q12 = −Q11BC−1,

Q13 = −(A − BC−1B′)−1DQ33,

Q22 = C−1 + C−1B′Q11BC−1,

Q23 = −C−1B′Q13,

Q33 = [E − D′(A − BC−1B′)−1D]−1,

(Version III).

Proof The statement can be proved directly using [3, Theorem 1 and Remark
1–3], with proper Rohde formula (see [2, Theorem 8.5.11, p. 99]). �

It can be easily shown that there exist five versions of such inverse alltogether
but only above mentioned are convenient for our later purposes.

Lemma 2 Let us consider regular linear model

(Y, Xδ, σ2V), δ ∈ Rk, σ2 > 0 (2)

where Y is n-dimensional normally distributed observation vector, X n × k
design matrix (r(X) = k < n) and Σ is known p.d. variance matrix of the type
n× n. Then the best linear unbiased estimator (BLUE) of the vector δ equals

δ̂ = (X′Σ−1X)−1X′Σ−1Y (3)

with the variance matrix

var(δ̂) = σ2(X′Σ−1X)−1. (4)

Unbiased and invariant estimator of σ2 is

σ̂2 = (Y − Xδ̂)′Σ−1(Y − Xδ̂)/(n− k). (5)
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Let null hypothesis about parameter δ is

H0 : Hδ + h = 0, (6)

where H is q × k matrix with r(H) = q < k, and alternative hypothesis

Ha : Hδ + h �= 0. (7)

Then, in premise of validity of H0, the random variable F

F =
(Hδ̂ + h)′[H(X′Σ−1X)−1H′]−1(Hδ̂ + h)

σ̂2
(8)

is Fq,n−k distributed.

Proof see [5, p. 13, Theorem 1.1.1 and p. 54, Theorem 1.8.9]. �

3 Best linear unbiased estimators

Let the twoepoch linear regression model (1) be given. This model arises by
sequential realizations of the linear partial regression models,

Y1 = (X1,W1)
(

β
γ1

)
+ ε1, var(Y1) = σ2Σ1 (9)

and

Y2 = (X2,W2)
(

β
γ2

)
+ ε2, var(Y2) = σ2Σ2, (10)

representing the model of the measurement within the first and second epoch,
respectively. Let us remark that the parameter σ2 is supposed to be the same
in both epochs. Althougt this condition could be too restricting in some cases
we adopt it to make the computations easily. Moreover there are many sit-
uations, mainly in simpler problems, where this condition is acceptable. The
further derived formulas are more complicated that in general case but they
show the structure of the twoepoch model what is useful in many applications.
In addition, thanks to Lemma 1 the formulas in the twoepoch model will be
derived in a friendly methodical way. The next theorem can be used to verify
the stableness of the first order parameters.

Theorem 1 The BLUE of the parameters β, γ1 and γ2 in the single first and
second epoch (models (9) and (10)) are for i = 1, 2

β̂
(i)

= (X′
iΣ

−1
i MΣ−1

i

Wi
Xi)−1X′

iΣ
−1
i MΣ−1

i

Wi
Yi,

γ̂i
(i) = (W′

iΣ
−1
i Wi)−1W′

iΣ
−1
i (Yi − Xiβ̂

(i)
),
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equivalently

β̂
(i)

= (X′
iΣ

−1
i Xi)−1X′

iΣ
−1
i (Yi − Wiγ̂i

(i)),

γ̂i
(i) = (W′

iΣ
−1
i MΣ−1

i

Xi
Wi)−1W′

iΣ
−1
i MΣ−1

i

Xi
Yi,

where Σ−1
i MΣ−1

i

Wi
= Σ−1

i − Σ−1
i Wi(W′

iΣ
−1
i Wi)−1W′

iΣ
−1
i .

Proof see [5, p. 369, Theorem 9.1.2]. �

Theorem 2 In the regular twoepoch linear model (1), the BLUE of the param-
eters β,γ1,γ2 in both epochs equals

β̂ = (X′
1Σ

−1
1 MΣ−1

1
W1

X1 + X′
2Σ

−1
2 MΣ−1

2
W2

X2)−1

×(X′
1Σ

−1
1 MΣ−1

1
W1

Y1 + X′
2Σ

−1
2 MΣ−1

2
W2

Y2),

γ̂1 = (W′
1Σ

−1
1 W1)−1W′

1Σ
−1
1 (Y1 − X1β̂),

γ̂2 = (W′
2Σ

−1
2 W2)−1W′

2Σ
−1
2 (Y2 − X2β̂),

(Version I); equivalently

β̂ = (X′
1Σ

−1
1 X1 + X′

2Σ
−1
2 MΣ−1

2
W2

X2)−1

×[X′
1Σ

−1
1 (Y1 − W1γ̂1) + X′

2Σ
−1
2 MΣ−1

2
W2

Y2],

γ̂1 = [W′
1Σ

−1
1 W1 − W′

1Σ
−1
1 X1(X′

1Σ
−1
1 X1 + X′

2Σ
−1
2 MΣ−1

2
W2

X2)−1X′
1Σ

−1
1 W1]−1

×[W′
1Σ

−1
1 Y1 − W′

1Σ
−1
1 X1(X′

1Σ
−1
1 X1 + X′

2Σ
−1
2 MΣ−1

2
W2

X2)−1

×(X′
1Σ

−1
1 Y1 + X′

2Σ
−1
2 MΣ−1

2
W2

Y2)],

γ̂2 = (W′
2Σ

−1
2 W2)−1W′

2Σ
−1
2 (Y2 − X2β̂),

(Version II); equivalently

β̂ = (X′
1Σ

−1
1 MΣ−1

1
W1

X1 + X′
2Σ

−1
2 X2)−1

×[X′
1Σ

−1
1 MΣ−1

1
W1

Y1 + X′
2Σ

−1
2 (Y2 − W2γ̂2)],

γ̂1 = (W′
1Σ

−1
1 W1)−1W′

1Σ
−1
1 (Y1 − X1β̂),

γ̂2 = [W′
2Σ

−1
2 W2 − W′

2Σ
−1
2 X2(X′

1Σ
−1
1 MΣ−1

1
W1

X1 + X′
2Σ

−1
2 X2)−1X′

2Σ
−1
2 W2]−1

×[W′
2Σ

−1
2 Y2 − W′

2Σ
−1
2 X2(X′

2Σ
−1
2 X2 + X′

1Σ
−1
1 MΣ−1

1
W1

X1)−1

×(X′
1Σ

−1
1 MΣ−1

1
W1

Y1 + X′
2Σ

−1
2 Y2)],

(Version III).
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Proof Lemma 2 is ready to help us in proving this theorem. Here

X =
(

X1 W1 0
X2 0 W2

)
, Σ =

(
Σ1 0
0 Σ2

)
, δ = (β′,γ′

1,γ
′
2)

′,

so that

X′Σ−1X =

X′
1Σ

−1
1 X1 + X′

2Σ
−1
2 X2 X′

1Σ
−1
1 W1 X′

2Σ
−1
2 W2

W′
1Σ

−1
1 X1 W′

1Σ
−1
1 W1 0

W′
2Σ

−1
2 X2 0 W′

2Σ
−1
2 W2

 . (11)

Using Lemma 1, Versions I–III, and obvious relations

β̂ = Q11(X′
1Σ

−1
1 Y1 + X′

2Σ
−1
2 Y2) + Q12W′

1Σ
−1
1 Y1 + Q13W′

2Σ
−1
2 Y2,

γ̂1 = Q21(X′
1Σ

−1
1 Y1 + X′

2Σ
−1
2 Y2) + Q22W′

1Σ
−1
1 Y1 + Q23W′

2Σ
−1
2 Y2,

γ̂2 = Q31(X′
1Σ

−1
1 Y1 + X′

2Σ
−1
2 Y2) + Q32W′

1Σ
−1
1 Y1 + Q33W′

2Σ
−1
2 Y2

we get the results—Versions I–III (in this order). �

Let us remark that functional dependence of above derived estimators to the
other estimator(s) coheres with the functional dependence of diagonal blocks of
inverse matrices in Lemma 1 to their other diagonal block(s). So we obtained
such estimators of each of the parameters β,γ1,γ2 that are not a function of any
other parameter’s estimator. For instance, in Version I the estimator β is not a
function of γ1,γ2, in Version II γ1 is not a function of β,γ2 and analogously in
Version III. This result is important mainly from the theoretic point of view and
as an effective tool for checking of numerical results. In the practice, Version I
seems to be the most convenient for computing the estimators.

Example 1 Let us test the hypothesis H0 : γ1 = γ2 in the regular model
(1) with X1 = X2 = X, W1 = W2 = W and Σ1 = Σ2 = Σ and without
evaluating the corresponding estimators of the first order parameters. We will
follow Lemma 2. Here H = (0, I,−I), so the F statistics (8) equals

(γ̂1 − γ̂2)′(Q22 − Q23 − Q32 + Q33)−1(γ̂1 − γ̂2)

σ̂2
,

where Q22,Q23,Q32,Q33 are given by inverse of (11) using Lemma 1. Then
γ̂1 − γ̂2 using Version I from Theorem 1 for γ̂1 and γ̂2 is of the form

(W′Σ−1W)−1W′Σ−1(Y1 − Y2).

The same term γ̂1 − γ̂2 with γ̂1 from Version II and γ̂2 from Version III is

[W′Σ−1W − W′Σ−1X(X′Σ−1MΣ−1

W X + X′Σ−1X)−1X′Σ−1W]−1

×W′Σ−1[I − X(X′Σ−1MΣ−1

W X + X′Σ−1X)−1X′PΣ−1

W ](Y1 − Y2).

Moreover s1 = s2 = s and n1 = n2 = N , so we reject H0 on the level α, if
F ≥ Fs,2N−r−2s(1 − α).

Acknowledgement Author would like to thank to Mr. Martin Petera for help
in preparation of this paper.
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Abstract

The linear regression model in which the vector of the first order pa-
rameter is divided into two parts: to the vector of the useful parameters
and to the vector of the nuisance parameters is considered. The type I
constraints are given on the useful parameters. We examine eliminating
transformations which eliminate the nuisance parameters without loss of
information on the useful parameters.

Key words: Regular linear regression model; nuisance parameters;
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1 Introduction, notations

Transformations for nuisance parameters in linear regression models with nui-
sance parameters are studied for instance in [3], [4], [6]. This paper deals with
similar problems in models to which type I constraints are added.

The following notation will be used throughout the paper:
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Rn the space of all n-dimensional real vectors;
up, Am,n the real column p-dimensional vector, the real m× n

matrix;
A′, r(A) the transpose, the rank of the matrix A;
M (A), Ker(A) the range, the null space of the matrix A;
A− a generalized inverse of a matrix A (satisfying AA−A = A);
A+ the Moore–Penrose generalized inverse of a matrix A

(satisfying AA+A = A, A+AA+ = A+, (AA+)′ = AA+,
(A+A)′ = A+A);

PA the orthogonal projector in the Euclidean norm onto M (A);
MA = I− PA the orthogonal projector in the Euclidean norm onto M⊥(A);
Ik the k × k identity matrix;
Om,n the m× n null matrix;
o the null vector.

IfM (A) ⊂ M (U), U p.s.d., then the symbol PU−
A denotes the projector pro-

jecting vectors in M (U) onto M (A) along M (UA⊥). A general representation
of all such projectors PU−

A is given by A(A′U−A)−A′U− + B(I− UU−), where B

is arbitrary, (see [7], (2.14)). MU−
A = I− PU−

A .
Let Nn,n is p.d. (p.s.d.) matrix and Am,n an arbitrary matrix, then the

symbol A−
m(N) denotes the matrix satisfying AA−

m(N)A = A and NA−
m(N)A =

(NA−
m(N)A)′. [ A−

m(N)y is any solution of the consistent system Ax = y whose

N-seminorm is minimal]. In general A−
m(N) = (N+ A′A)−A′[A(N + AA−)−A′]−.

If the condition M(A′) ⊂ M(N) is fulfilled, then A−
m(N) = N−A′(AN−A′)−, (see

[2], pp. 14–15).

Assertion 1 (see [3], Lemma 10.1.35) Let X be any n × k matrix and Σ an
n× n p.s.d. matrix.
(i) If Σ is p.d., then

(MXΣMX)+ = Σ−1 − Σ−1X(X′Σ−1X)−X′Σ−1 = Σ−1MΣ−1

X .

(ii) If Σ is not p.d. however M (X) ⊂ M (Σ), then

(MXΣMX)+ = Σ+ − Σ+X(X′Σ−X)−X′Σ+.

(iii) In general case

(MXΣMX)+ = (Σ + XX′)+ − (Σ + XX′)+X[X′(Σ + XX′)−X]−X′(Σ + XX′)+.

(iv)

(MXΣMX)+ = MX(MXΣMX)+ = (MXΣMX)+MX = MX(MXΣMX)+MX .

Assertion 2 Let D =
(

A, B
B′, C

)
be symmetric and positive semidefinite matrix.

If M(B′) ⊂ M(C − B′A+B), then

D+ =
(

A, B
B′, C

)+

=
(

A+ + A+B(C − B′A+B)+B′A+, −A+B(C − B′A+B)+

−(C − B′A+B)+B′A+, (C − B′A+B)+

)
.
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If M(B) ⊂ M(A − BC+B′), then

D+ =
(

A, B
B′, C

)+

=
(

(A − BC+B′)+, −(A − BC+B′)+BC+

−C+B′(A − BC+B′)+, C+ + C+B′(A − BC+B′)+BC+

)
.

Proof Assertions can be proved directly. As D is p.s.d. matrix, there exists
block matrix

(
J
K

)
such that(

A, B
B′, C

)
=
(

J

K

)
(J′,K′) =

(
JJ′, JK′

KJ′, KK′

)
⇒ M(B) = M(JK′) ⊂ M(J) = M(A),

analogouslyM(B′) ⊂ M(C). It implies that AA+B = B, B′A+A = B′, CC+B′ =
B′, BC+C = B. These matrices don’t depend on the choice of g-inverses. We
can easily prove, that relations DD+D = D, D+DD+ = D+ are valid for both
formulas. Matrices D+D, DD+ are symmetric, if conditions M(B′) ⊂ M(C −
B′A+B) and M(B) ⊂ M(A − BC+B′) are satisfied. It is to be remarked that
these conditions are valid if r(D) = r(A) + r(C). �

Let us consider following linear model with nuisance parameters

Y ∼ [ (X, S)
(
β
κ

)
,Σϑ ], Σϑ known matrix, (1)

where Y = (Y1, . . . ,Yn)′ is a random observation vector; β ∈ Rk is a vector of
the useful parameters; κ ∈ Rl is a vector of the nuisance parameters; Xn,k is a
design matrix belonging to the vector β; Sn,l is a design matrix belonging to
the vector κ.
We suppose that
1. E(Y) = Xβ + Sκ, ∀β ∈ Rk, ∀κ ∈ Rl,
2. var(Y) = Σϑ =

∑p
i=1 ϑiVi, ϑ = (ϑ1, . . . , ϑp)′ ∈ ϑ ⊂ Rp, ϑ is supposed to

be with nonempty topological interior.
In this paper we consider that the given matrices V1, . . . ,Vp are p.s.d. and that
the variance components ϑ1, . . . , ϑp are positive (mixed linear model, see [1],
Chapter 4).
3. Σϑ is not a function of the vector (β′, κ′)′.
If matrix Σϑ is positive definite and r(X, S) = k + l < n, the model is said

to be regular, (see [3], p.13).

Parametric function f ′β is unbiasedly estimable in model (1) iff f ∈ M (X′MS),
see [6], Remark 2.
There are situations in the practice that auxiliary information on the vector

of useful regression coefficients β is known, it means that the parametric space
for β is not Rk but its subset only,

β ∈ {u ∈ Rk : b + Bu = o}, (2)

where B is a q×k known matrix. Since no assumption on the r(B) is considered,
it must be assumed that a given q-dimensional vector b satisfies b ∈ M (B). This
constraints on the useful parameters will be called type I constraints.
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Lemma 1 The class of unbiasedly estimable functions of the useful parameters
in model (1) with constraints (2) is created by all functions h′β possesing

h ∈ M (X′MS ,B
′).

Proof Function h′β + a, h ∈ Rk, a ∈ R is in model (1) with constraints (2)
unbiasedly estimable iff there exists statistic g′Y + c, g ∈ Rn, c ∈ R such that

E(g′Y + c) = g′[Xβ + Sκ] + c = h′β + a, ∀β, ∀κ
⇔ (g′X− h′)β + c− a = 0 ∧ g′S = o′, ∀β
⇔ (u′MSX− h′)β + c− a = 0, ∀β, u ∈ Rn

⇔ there exists vector k ∈ Rq such that k′B = u′MSX− h′ ∧ k′b = c− a.

Because c can be chosen arbitrarily, the necessary and sufficient condition for
unbiasedly estimable function is

u′MSX− k′B = h′ ⇔ h = X′MSu− B′k ⇔ h ∈ M (X′MS ,B
′). �

Remark 1 The BLUE (best linear unbiased estimator) of the vector function
MSXβ in the singular model (1) with constraints (2) is

M̂SXβ = MSP
[Σϑ+XMB′X′+SS′]+

(XMB′ ,S) Y −MSM
[Σϑ+XMB′X′+SS′]+

(XMB′ ,S) XB′(BB′)−b.

It is proved in [1], 2.10.2. and enables us to get BLUE of the unbiasedly es-
timable functions h′β, h ∈ M(X′MS) in singular model (1) with constraints (2).

In the regular model (1) with constraints (2) the BLUE of the parameter β
is given by

β̂ = [I− C−1B′(BC−1B′)−1B]β∗ − C−1B′(BC−1B′)−1b,

where
C = X′(MSΣϑMS)+X,

and where
β∗ = [X′(MSΣϑMS)+X]−1X′(MSΣϑMS)+Y,

(estimator in the regular model (1) without constraints).
The variance matrix of the estimator β̂ in regular model (1) with constraints

(2) is given by
var(β̂) = (MB′CMB′)+.

These assertions are proved in [5], Theorem 1, Theorem 2.

In the literature there are investigated properties of estimators of the pa-
rameters β, κ in model (1) under constraints (2), see for example [1], [5]. In
cases when we are interested on useful parameters only it is possible to simplify
model (1) by the propriate eliminating transformation, see [3], [4], [6].
In this paper we join both of the procedures mentioned. Firstly we use elim-

inating transformation and then we add constraints to the transformed model.
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2 Type I constraints in the transformed model

Our task will be to eliminate the matrix S belonging to the vector of nuisance
parameters, i.e. we consider the following class of eliminating matrices

T = {T : TS = O},
where T is matrix of the proper dimension, say of the type r × n.
That leads us to linear models

TY ∼ [TXβ,TΣϑT′]. (3)

If we now add constraints (2) to the model (3), we get model(
TY
−b

)
∼
[(

TX
B

)
β,

(
TΣϑT′, O
O, O

)]
. (4)

Lemma 2 Linear function f ′β + a, f ∈ Rk, a ∈ R is unbiasedly estimable in
model (4), iff

f ∈ M (X′T′,B′).

Proof The assertion can be proved in the same way as in Lemma 1. �

In the following text we consider only transformation matrices T with the
property

M (X′T′) = M (X′MS),

it means that transformations do not cause a loss of information on the param-
eter β.

Theorem 1 For the BLUE of the function of the parameter β in the model (4)
holds

T̂Xβ = P[T (Σϑ+XMB′X′)T ′]+

TXMB′ TY −M[T (Σϑ+XMB′X′)T ′]+

TXMB′ TXB′(BB′)−b.

Proof According to Theorem 3.1.3. in [3]

̂(TX
B

)
β =

(
TX
B

)[
(X′T′,B′)−

m(TΣϑT ′, 0
0, 0 )

]′(
TY
−b

)

=
(

TX
B

)[
(X′T′,B′)

{(
TΣϑT′, O
O, O

)
+
(

TX
B

)
(X′T′,B′)

}−(
TX
B

)]−

× (X′T′,B′)
{(

TΣϑT′, O
O, O

)
+
(

TXX′T′, TXB′

BX′T′, BB′

)}−(
TY
−b

)
.

By the help of the Rohde’s formula for g-inverse of the p.s.d. partitioned matrix
(see [3], Theorem 10.1.40) we can write(

T[Σϑ + XX′]T′, TXB′

BX′T′, BB′

)−
=

(
11 , 12
21 , 22

)
,
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where

11 = [T(Σϑ + XMB′X′)T′]−,

12 = −[T(Σϑ + XMB′X′)T′]−TXB′(BB′)−

21 = −(BB′)−BX′T′[T(Σϑ + XMB′X′)T′]−

22 = (BB′)− + (BB′)−BX′T′[T(Σϑ + XMB′X′)T′]−TXB′(BB′)−.

Then (we use Moore–Penrose g-inverse matrix for the sake of simplicity)[
(X′T′,B′)

(
11 , 12
21 , 22

)(
TX
B

)]+

= [MB′X′T′(T[Σϑ + XMB′X′]T′)−TXMB′ + PB′ ]+,

thus

̂(TX
B

)
β =

=
(

TX
B

)
{[MB′X′T′(T[Σϑ + XMB′X′]T′)−TXMB′ ]+ + PB′}(X′T′,B′)

×
(
11 , 12
21 , 22

)(
TY
−b

)
.

After some calculations we get

̂(TX
B

)
β =

(
P[T (Σϑ+XMB′X′)T ′]+

TXMB′ TY −M[T (Σϑ+XMB′X′)T ′]+

TXMB′ TXB′(BB′)−b

−b

)
.

In the course of the proof following assertion has been used

A′B = O ∧ BA′ = O ⇒ (A + B)+ = A+ + B+. �

Theorem 2 The covariance matrix of the estimator T̂Xβ in model (4) is

var[T̂Xβ] = TX{[MB′X′T′(T[Σϑ + XMB′X′]T′)−TXMB′ ]+ −MB′}X′T′.

Proof
var[T̂Xβ] =

= P[T (Σϑ+XMB′X′)T ′]+

TXMB′ [TΣϑT′+TXMB′X′T′−TXMB′X′T′](P[T (Σϑ+XMB′X′)T ′]+

TXMB′ )′

= TXMB′
(
MB′X′T′[T(Σϑ + XMB′X′)T′]+TXMB′

)+
MB′X′T′

× [T(Σϑ + XMB′X′)T′]+[T(Σϑ + XMB′X′)T′][T(Σϑ + XMB′X′)T′]+

× TXMB′
(
MB′X′T′[T(Σϑ + XMB′X′)T′]+X′T′MB′

)+
MB′X′T′
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− TXMB′
(
MB′X′T′[T(Σϑ + XMB′X′)T′]+TXMB′

)+
MB′X′T′

× [T(Σϑ + XMB′X′)T′]+TXMB′MB′X′T′[T(Σϑ + XMB′X′)T′]+

× TXMB′
(
MB′X′T′[T(Σϑ + XMB′X′)T′]+TXMB′

)+
MB′X′T′

= TXMB′
(
MB′X′T′[T(Σϑ + XMB′X′)T′]+TXMB′

)+
MB′X′T′ − TXMB′X′T′

= TX
{(
MB′X′T′[T(Σϑ + XMB′X′)T′]+TXMB′

)+ −MB′
}
X′T′.

In the course of the proof we have used Assertion 1, (ii) and following statement

M(B′) ⊂ M(A′) ⇔ BA−A = B,

for matrices A = T(Σϑ + XMB′X′)T′ and B = MB′X′T′. �

Theorem 3 Let the transformed model (4) where Σϑ =
∑p

i=1 ϑiVi, Vi p.s.d.,
ϑi > 0, ∀i = 1, . . . , p, (mixed linear model) be under consideration. Let Σ0 =∑p

i=1 ϑ
0
iVi, where ϑ0 = (ϑ0

1, . . . , ϑ
0
p)′ is as near to the actual value ϑ∗ of the

parameter as possible. The linear function g′ϑ, ϑ ∈ ϑ can be estimated by
MINQUE (minimum norm quadratic unbiased estimator) iff

g ∈ M [S 
M(T X

B )(
TΣ0T ′, 0

0, 0)M(T X
B )

!+ ], (5)

where the (i, j)-th element of the matrix S(
M(T X

B )(
TΣ0T ′, 0

0, 0)M(TX
B )

)+ is

{S(
M(TX

B )(
TΣ0T ′, 0

0, 0)M(T X
B )

)+}i,j =

= Tr[(MTXMB′ TΣ0T
′MTXMB′ )+TViT

′(MTXMB′ TΣ0T
′MTXMB′ )+TVjT

′],

i, j = 1, . . . , p.
If the condition (5) is satisfied, then the ϑ0-MINQUE is

ĝ′ϑ =
p∑

i=1

λi

(
TY
−b

)′

×
(

ZTViT
′Z; −ZTViT

′ZTXB′(BB′)−

−(BB′)−BX′T′Z′TViT
′Z′; (BB′)−BX′T′ZTViT

′Z′TXB′(BB′)−

)(
TY
−b

)
,

where Z = [MTXMB′ TΣ0T
′MTXMB′ ]+, and where the vector λ = (λ1, . . . , λp)′

is a solution of the equation

S(
M(T X

B )(
TΣ0T ′, 0

0, 0)M(TX
B )

)+λ = g .
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Proof We use following statement (see [4], p. 101) valid for the linear model
Y ∼ [Xβ,Σϑ] where β ∈ Rk, Σϑ =

∑p
i=1 ϑiVi, ϑ = (ϑ1, . . . , ϑp)′ ∈ ϑ ⊂ Rp,

ϑi > 0, ∀i = 1, . . . , p, V1, . . . ,Vp p.s.d. matrices (mixed linear model):
a) Let Σ0 =

∑p
i=1 ϑ

0
iVi. The function g′ϑ =

∑p
i=1 giϑi, ϑ ∈ ϑ, can be

unbiasedly quadratically and invariantly estimated [i.e. the estimator has the
form Y′AY, where An,n is symmetric matrix, the estimator is invariant with
respect to the change of the vector β] if and only if g ∈ M (S(MXΣ0MX )+),
where

{S(MXΣ0MX )+}i,j = Tr[(MXΣ0MX)+Vi(MXΣ0MX)+Vj ],

i, j = 1, . . . , p.
b) If the function g′ϑ satisfies the condition from a), then the ϑ0-MINQUE

of g ′ϑ is given as

ĝ′ϑ =
p∑

i=1

λiY
′(MXΣ0MX)+Vi(MXΣ0MX)+Y,

where the vector λ = (λ1, . . . , λp)′ is a solution of the system of equations

S(MXΣ0MX )+λ = g.

We use this statement for the model (4) by following substitutions

Y →
(

TY
−b

)
X→

(
TX
B

)
Σ0 →

(
TΣ0T

′, O
O, O

)
=
(∑p

i=1 ϑ
0
i TViT

′, O
O, O

)
.

Thus
{S(

M(T X
B )(

TΣ0T ′, 0
0, 0)M(T X

B )

)+}i,j

= Tr

{[
M(TX

B )

(
TΣ0T

′, O
O, O

)
M(T X

B )

]+(
TViT

′, O
O, O

)

×
[
M(T X

B )

(
TΣ0T

′, O
O, O

)
M(TX

B )

]+(
TVjT

′, O
O, O

)}
.

Let us denote[(
TΣ0T

′, O
O, O

)
+
(

TX
B

)
(X′T′,B′)

]+

=

(
aa , ab

ba , bb

)
,

where (see Assertion 2)

aa = [T(Σ0 + XMB′X′)T′]+

ab = −[T(Σ0 + XMB′X′)T′]+TXB′(BB′)+,

ba = −(BB′)+BX′T′[T(Σ0 + XMB′X′)T′]+,

bb = (BB′)+ + (BB′)+BX′T′[T(Σ0 + XMB′X′)T′]+TXB′(BB′)+.
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By Assertion 1,(ii) (the Moore–Penrose matrices are used because of unique-
ness of matrix expressions)[

M(TX
B )

(
TΣ0T

′,O
O ,O

)
M(TX

B )

]+

=

(
aa , ab

ba , bb

)

−
(
aa , ab

ba , bb

)(
TX
B

){
(X′T′,B′)

(
aa , ab

ba , bb

)(
TX
B

)}+

× (X′T′,B′)

(
aa , ab

ba , bb

)
=

(
aa , ab

ba , bb

)

−
(
aa , ab

ba , bb

)(
TX
B

)
{PB′ +MB′X′T′[T(Σ0 + XMB′X′)T′]+TXMB′}+

×(X′T′,B′)

(
aa , ab
ba , bb

)
=

(
aa , ab
ba , bb

)
−
(
I , II
III , IV

)
,

where by notation
U = [T(Σ0 + XMB′X′)T′]+,

I = UTX(MB′X′T′UTXMB′)+X′T′U,

II = −UTX(MB′X′T′UTXMB′)+X′T′UTXB′(BB′)+ = III ′,

IV = (BB′)+BX′T′UTX(MB′X′T′UTXMB′)+X′T′UTXB′(BB′)+ + (BB′)+.

After some calculations using notation

Z = (MTXMB′ TΣ0T
′MTXMB′ )+,

we get [
M(T X

B )

(
TΣ0T

′,O
O ,O

)
M(TX

B )

]+

=
(

Z, −ZTXB′(BB′)+

−(BB′)+BX′T′Z′, (BB′)+BX′T′ZTXB′(BB′)+

)
=
(
E, F
F′, G

)
.

Thus
{S(

M(T X
B )(

TΣ0T ′, 0
0, 0)M(T X

B )

)+}i,j

= Tr
[(
E, F
F′, G

)(
TViT

′, O
O, O

)(
E, F
F′, G

)(
TVjT

′, O
O, O

)]
= Tr[ETViT

′ETVjT
′]

= Tr[(MTXMB′ TΣ0T
′MTXMB′ )+TViT

′(MTXMB′ TΣ0T
′MTXMB′ )+TVjT

′],

i, j = 1, . . . , p.
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If
g ∈ M (S(

M(T X
B )(

TΣ0T ′, 0
0, 0)M(T X

B )

)+),

then under the model (4)

ĝ′ϑ =
p∑

i=1

λi

(
TY

−b

)′ [
M(TX

B )

(
TΣ0T

′, O
O, O

)
M(T X

B )

]+(
TViT

′, O
O, O

)

×
[
M(T X

B )

(
TΣ0T

′, O
O, O

)
M(T X

B )

]+(
TY

−b

)

=
p∑

i=1

λi

(
TY

−b

)′( ETViT
′E, ETViT

′F
F′TViT

′E, F′TViT
′F

)(
TY

−b

)
=

p∑
i=1

λi

(
TY

−b

)′

×
(

ZTViT
′Z, −ZTViT

′ZTXB′(BB′)+

−(BB′)+BX′T′Z′TViT
′Z′, (BB′)+BX′T′Z′TViT

′ZTXB′(BB′)+

)(
TY

−b

)
,

where Z = (MTXMB′ TΣ0T
′MTXMB′ )+. �

Theorem 4 Function g′1TY is the best unbiased estimator of its mean value in
the model (4) iff

g1 ∈ M [M(TΣϑT ′[I−TX(X′T ′TX+BB′)−X′T ],TΣϑT ′TX(X′T ′TX+BB′)−B′)].

Proof Function g′
(
TY
−b

)
, g =

(g1g2), g1 ∈ Rr, g2 ∈ Rq, is in the model (4) the

best unbiased estimator of its mean value iff

cov

{
g′
(

TY

−b

)
, τ0

[(
TY

−b

)]}
= 0,

where τ0
[(

TY
−b

)]
is arbitrary unbiased estimator of the null function g0(β, ϑ) = 0,

(see [4], p. 84). Any unbiased estimator of this function is of the form

τ0

[(
TY

−b

)]
= f ′

(
TY

−b

)
, f =

(
f1
f2

)
, f ∈ M

(
M(T X

B )
)
,

as

E[f ′1TY + f ′2(−b)] = f ′1TXβ + f ′2(−b) = (f ′1TX+ f ′2B)β = 0, ∀β,

⇔ (f ′1, f
′
2)
(

TX
B

)
= o′, ⇔ f ∈ M

(
M(T X

B )
)
.

Let u =
(u1
u2
)
, u1 ∈ Rr, u2 ∈ Rq, be arbitrary. Then the covariance

cov

(
g′
(

TY

−b

)
, u′M(T X

B )

(
TY

−b

))
= g′

(
TΣϑT′, O
O, O

)
M(TX

B )u
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= g′
„

TΣϑT′, O
O, O

« „
Ir − TX(X′T′TX+ B′B)−X′T′, −TX(X′T′TX+ B′B)−B′

−B(X′T′TX+ B′B)−X′T′, Iq − B(X′T′TX+ B′B)−B′

«
u

= (g′1, g
′
2)

„
TΣϑT′(Ir − TX(X′T′TX+ B′B)−X′T′), −TΣϑT′TX(X′T′TX+ B′B)−B′

O, O

«
u

= 0.

⇔ g′1(TΣϑT′[Ir−TX(X′T′TX+B′B)−X′T′],−TΣϑT′TX(X′T′TX+B′B)−B′) = o′.

Thus g′1TY is the best unbiased estimator of its mean value iff

g1 ∈ M [M(TΣϑT ′[Ir−TX(X′T ′TX+B′B)−X′T ′],TΣϑT ′TX(X′T ′TX+B′B)−B′)]. �

Remark 2 If we change the ordering of the procedures described at the begin-
ning of this section, we get the same model. Indeed by joining linear model (1)
with constraints (2), we can write(

Y
−b

)
∼
[(
X, S
B, O

)(
β
κ

)
,

(
Σ, O
O, O

)]
.

The transformation by the matrix

(
T, O
O, I

)
, such that TS = O, leeds to the

model (4).

3 Examples of the transformation matrices

The general solution of the matrix eguation TS = O is of the form

T = A(I − SS−),

where A is an arbitrary matrix of the corresponding type, S− is some version of
generalized inverse of the matrix S.
If we choose S− = (S−WS)−S′W, where W is an arbitrary p.s.d. matrix such

that
M (S′) = M (S′WS), (6)

then T = AMW
S , where M

W
S is given uniquely.

First we confine us to the transformation matrix
a) T = MW

S ,
i.e. we consider transformed linear model

MW
S Y ∼ [MW

S Xβ,M
W
S Σ(MW

S )′]. (7)

Thus model with the type I constraints is following(
MW

S Y
−b

)
∼
[(
MW

S X
B

)
β,

(
MW

S Σϑ(MW
S )′, O

O, O

)]
. (8)
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It can be proved (see [6], chapter 3) that

M (MS) = M ((MW
S )′),

thus
M (X′MS ,B

′) = M (X′(MW
S )′,B′),

i.e. the classes of unbiasedly estimable functions g′β in model (1) with con-
straints (2) and in model (8) are identical.
According to Theorem 1 and Theorem 2

̂MW
S Xβ = P[MW

S (Σ+XMB′X′)(MW
S )′]+

MW
S XMB′

MW
S [Y + XB′(BB′)−b] −MW

S XB
′(BB′)−b

= MW
S XMB′

[
MB′X′(MW

S )′
(
MW

S (Σ + XMB′X′)(MW
S )′

)+

MW
S XMB′

]+

MB′

×X′(MW
S )′

(
MW

S (Σ + XMB′X′)(MW
S )′

)+

MW
S [Y+XB′(BB′)−b]−MW

S XB′(BB′)−b.

var[ ̂MW
S Xβ] =

= MW
S X

{[
MB′X′(MW

S )′
(
MW

S [Σ +XMB′X′](MW
S )′

)−
MW

S XMB′
]+
−MB′

}
X′(MW

S )′.

Remark 3 If the matrix Σ + XMB′X′ is regular or if

M (S) ⊂ M (Σ + XMB′X′),

it can be proved that (see [6], Lemma 1)

(MW
S )′

[
MW

S (Σ + XMB′X′)(MW
S )′

]+
MW

S =
[
MS(Σ + XMB′X′)MS

]+
.

Then

̂MW
S Xβ = MW

S X
(
MB′X′[MS(Σ + XMB′X′)MS ]+XMB′

)+
X′[MS(Σ+XMB′X′)MS ]+

× (Y + XB′(BB′)−b) −MW
S XB

′(BB′)−b.

var[ ̂MW
S Xβ] = MW

S X
{(
MB′X′[MS(Σ + XMB′X′)MS ]+XMB′

)+ −M′
B

}
X′(MW

S )′.

When we choose transformation matrix

b) T = M(MXΣMX )+

S ,
we get the model with type I constraints with the same design matrix belonging
to the vector β,(

M(MXΣMX )+

S Y
−b

)
∼
[(
X
B

)
β,

(
M(MXΣMX )+

S Σ(M(MXΣMX )+

S )′, O
O, O

)]
,
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because it is
M(MXΣMX )+

S S = O, M(MXΣMX )+

S X = X.

According to assumption (6) it should be

M (S′) = M (S′[MXΣMX ]+S).

It is valid if the model (1) is regular (see [3], page 189).
In this model

X̂β = P[M
(MXΣMX )+

S Σ(M
(MX ΣMX )+

S )′+XMB′X′]+

XMB′ M(MXΣMX )+

S Y

−M[M
(MX ΣMX )+

S Σ(M
(MX ΣMX )+

S )′+XMB′X′]+

XMB′ XB′(BB′)−b,

var[X̂β] =

= X
{[
MB′X′

(
M(MXΣMX )+

S Σ(M(MXΣMX )+

S )′ + XMB′X′
)−
XMB′

]+
−MB′

}
X′.

If we suppose, that
M (X′) ⊂ M (X′[MSΣMS ]+X), (9)

we can use transformation matrix

c) T = P(MSΣMS)+

X

that leads to the model(
P(MSΣMS)+

X Y
−b

)
∼
[(
X
B

)
β,

(
X(X′[MSΣMS ]+X)−X′, O

O, O

)]
,

because under assumption (9) it is

P(MSΣMS)+

X X = X, P(MSΣMS)+

X S = O,

P(MSΣMS)+

X Σ
(
P(MSΣMS)+

X

)′
= X(X′[MSΣMS ]+X)−X′.

X̂β = P[X(X′[MSΣMS ]+X)−X′+XMB′X′]+

XMB′ P(MSΣMS)+

X Y

−M[X(X′[MSΣMS ]+X)−X′+XMB′X′]+

XMB′ XB′(BB′)−b

=
{
XMB′

[
MB′X′

(
X[X′(MSΣMS)+X]−X′ + XMB′X′

)+
XMB′

]−
MB′X′−XMB′X′

}
× (MSΣMS)+[Y + XB′(BB′)−b] − XB′(BB′)−b.

var[X̂β] = X
{[
MB′X′

(
X[X′(MSΣMS)+X]−X′ + XMB′X′

)−
XMB′

]+
−MB′

}
X′.
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Remark 4 In the practice we have to decide, whether to use transformation
or not. We should compute variance matrices of the estimators in the original
model and in the transformed model and decide according to the accuracy of
the estimates. We can use following formulas:
a) if the model (1) is regular, then under condition (2) without transforma-

tion (see Remark 1)

var(X̂β) = X[MB′X′(MSΣϑMS)+XMB′ ]+X′,

b) in the singular model (1) with constraints (2) without transformation (see
Remark 1)

var[X̂β] = P[Σϑ+XMB′X′+SS′]+

(XMB′ ,S) Σϑ

(
P[Σϑ+XMB′X′+SS′]+

(XMB′ ,S)

)′
,

c) in the transformed singular model (4) (see Theorem 2)

var[T̂Xβ] = TX{[MB′X′T′(T[Σ + XMB′X′]T′)−TXMB′ ]+ −MB′}X′T′.
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1 Introduction

Let M denote the space of all real n × n matrices, Rn the real n-dimensional
Euclidean space and R the real line −∞ < t < ∞. We shall be concerned here
with certain properties of solutions of differential equations of the form

...

X +AẌ +BẊ +H(X) = P (t,X, Ẋ, Ẍ) (1.1)

where X : R → M is the unknown, A,B ∈ M are constants, H : M → M
and P : R ×M×M×M → M. The specific properties we shall be interested
in are the ultimate boundedness of all solutions and the existence of periodic
solutions when P is periodic in t.

65
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In [8], Tejumola establishes conditions under which all solutions of the matrix
differential equation,

Ẍ +AẊ +H(X) = P (t,X, Ẋ), (1.2)

are stable, bounded and periodic (depending on the choice of P ). These results
are extended to the equation (1.1).
For the special case in which (1.1) is an n-vector equation (so that X : R →

Rn, H : Rn → Rn and P : R×Rn ×Rn ×Rn → Rn) a number of boundedness,
stability and existence of periodic solutions results have been established by
Ezeilo and Tejumola [4], Afuwape [1] , Meng [5] and others for a number of
various vector third order differential equations. The conditions obtained in each
of these previous investigations are generalizations of the well-known Routh–
Hurwitz conditions

a > 0, c > 0, ab− c > 0 (1.3)

for the stability of the trivial solution of the linear differential equation

...
x +aẍ+ bẋ+ cx = 0 (1.4)

with constant coefficients. Our present investigations are akin to those of Teju-
mola [8], Meng [5], Afuwape [1] and we shall provide extensions of their results
to matrix differential equations of the form (1.1).

2 Notations and definitions

Some standard matrix notation will be used. For any X ∈ M, XT and xij ,
i, j = 1, 2, . . . , n denote the transpose and the elements of X respectively while
(xij)(yij) will sometimes denote the product matrix XY of the matrices X,Y ∈
M. Xi = (xi1, xi2, . . . , xin) and Xj = (x1j , x2j , . . . , xnj) stand for the i-th row
and j-th column of X respectively and X = (X1, X2, . . . , Xn) is the n2 column
vector consisting of the n rows of X .
We shall denote by JH(X) the n2 × n2 generalised Jacobian matrix associ-

ated with the function H : M → M and evaluated at X : that is, JH(X) is the
matrix associated with the Jacobian determinant ∂(H1,H2,...,Hn)

∂(X1,X2,...,Xn) . Corresponding

to the constant matrix A ∈ M we define an n2 × n2 matrix Ã consisting of n2

diagonal n × n matrix(aijIn)(In being the unit n × n matrix) and such that
(aijIn) belongs to the i-th n row and j-th n column (that is, counting n at a
time) of Ã. In the special case n = 2, Ã is the 4 × 4 matrix(

a11I2 a12I2

a21I2 a22I2

)
.

Next we introduce an inner product 〈., .〉 and a norm ‖ · ‖ onM as follows.
For arbitrary X,Y ∈ M, 〈X,Y 〉 = trace XY T . It is easy to check that 〈X,Y 〉 =
〈Y,X〉 and that ‖X − Y ‖2 = 〈X − Y,X − Y 〉 defines a norm of M. Indeed,
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‖X‖ = |X|n2 where | · |n2 denotes the usual Euclidean norm in Rn2
and X ∈ Rn2

is as defined above.
Lastly the symbol δ, with or without subscripts, denote finite positive con-

stants whose magnitudes depend only on A,B,H and P . Any δ, with a sub-
script, retains a fixed identity throughout while the unnumbered ones are not
necessarily the same each time they occur.

3 Statement of results

It will be assumed throughout the sequel that H ∈ C′(M) and that P ∈ C(R×
M×M×M). Further, H and P satisfy conditions for the existence of solutions
of (1.1) for any set of preassigned initial conditions.

Theorem 1 Let H(0) = 0 and suppose that

(i) the Jacobian matrix JH(X) of H(X) is symmetric and furthermore that
the eigenvalues λi(JH(X)) of JH(X), (i = 1, 2, . . . , n2) satisfy for X ∈
M,

0 < δh ≤ λi(JH(X)) ≤ ∆h (3.1)

where δh,∆h are finite constants;

(ii) the matrices Ã, B̃, JH(X) are associative and commute pairwise. The
eigenvalues λi(Ã) of Ã and λi(B̃) of B̃ (i = 1, 2, . . . , n2) satisfy

0 < δa ≤ λi(Ã) ≤ ∆a (3.2)

0 < δb < λi(B̃) ≤ ∆b (3.3)

where δa, δb,∆a,∆b are finite constants. Furthermore,

∆h ≤ kδaδb, (3.4)

where

k = min
{
α(1 − β)δb
δa(α+ ∆a)2

;
α(1 − β)δa
2(δa + 2α)2

}
(3.5)

α > 0, 0 < β < 1 are some constants,

(iii) P satisfies

‖P (t,X, Y, Z)‖ ≤ δ0 + δ1(‖X‖ + ‖Y ‖ + ‖Z‖) (3.6)

for all arbitrary X,Y, Z ∈ M, where δ0 ≥ 0, δ1 ≥ 0 are constants and δ1 is
sufficiently small.
Then every solution X(t) of (1.1) satisfies

‖X(t)‖ ≤ ∆1, ‖Ẋ(t)‖ ≤ ∆1, ‖Ẍ(t)‖ ≤ ∆1 (3.7)

for all t sufficiently large, where ∆1 is a constant the magnitude of which depends
only on δ0, δ1, A, B, H and P .
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This result provides an extension of a result of Afuwape [1], and Meng [5]
for an n-vector.

Theorem 2 Suppose, further to the conditions of Theorem 1, that P satisfies
P (t,X, Y, Z) = P (t + ω,X, Y, Z) uniformly for all X,Y, Z ∈ M. Then (1.1)
admits of at least one periodic solution with period ω.

4 Some preliminaries

The following results will be basic to the proofs of Theorems 1 and 2.

Lemma 1 [8] Let H(0) = 0 and assume that the matrices Ã and JH(X) are
symmetric and commute for all X ∈ M. Then

〈H(X), AX〉 =
∫ 1

0

XT ÃJH(σX)Xdσ.

Lemma 2 [1] Let D be a real symmetric �× � matrix, then for any X ∈ R� we
have

δd‖X‖2 ≤ 〈DX,X〉 ≤ ∆d‖X‖2,

where δd,∆d are the least and greatest eigenvalues of D, respectively.

Lemma 3 [1] Let Q,D be any two real � × � commuting symmetric matrices.
Then

(i) the eigenvalues λi(QD) (i = 1, 2, . . . , �) of the product matrix QD are all
real and satisfy

max
i≤j,k≤�

λj(Q)λk(D) ≥ λi(QD) ≥ min
1≤j,k≤�

λj(Q)λk(D);

(ii) the eigenvalues λi(Q +D) (i = 1, 2, . . . , �) of the sum of matrices Q and
D are real and satisfy{
max
i≤j≤�

λj(Q) + max
1≤k≤�

λk(D)
}

≥ λi(Q+D) ≥
{

min
1≤j≤�

λj(Q) + min
1≤k≤�

λk(D)
}
.

Proof of Theorem 1 Let us for convenience, replace Eq.(1.1) by the equivalent
system form

Ẋ = Y,

Ẏ = Z,

Ż = −AZ −BY −H(X) + P (t,X, Y, Z).
(4.1)

Our main tool in the proof is the scalar Lyapunov function

V : M×M×M → R
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adapted from [5] and defined for any function X,Y, Z ∈ M by

2V =
{〈β(1 − β)BX,BX〉 + 〈2αA−1BY, Y 〉 + 〈βBY, Y 〉
+ 〈αA−1Z,Z〉 + 〈α(Z +AY ), Y +A−1Z〉
〈Z +AY + (1 − β)BX,Z +AY + (1 − β)BX〉} (4.2)

where α > 0, 0 < β < 1 are some constants. For each term of this function it is
clear that

β(1−β)δb‖X‖2 ≤ 〈β(1−β)BX,BX〉 = β(1−β)
n∑

i=1

|BX i|2n ≤ β(1−β)∆b‖X‖2,

(4.3a)

2α∆−1
a δb‖Y ‖2 ≤ 〈2αA−1BY, Y 〉 = 2α

n∑
i=1

|A−1BY i|2n ≤ 2αδ−1
a ∆b‖Y ‖2. (4.3b)

In a similar manner,

βδb‖Y ‖ ≤ 〈βBY, Y 〉 = β

n∑
i=1

|BY i|2n ≤ β∆b‖Y ‖2, (4.3c)

α∆−1
a ‖Z‖2 ≤ 〈αA−1Z,Z〉 ≤ αδ−1

a ‖Z‖2, (4.3d)

0 ≤ 〈α(Z +AY ), Y +A−1Z〉 ≤ ν(‖Y ‖2 + ‖Z‖2), (4.3e)

and

0 ≤ 〈Z +AY + (1 − β)BX,Z +AY + (1 − β)BX〉

=
n∑

i=1

|Zi +AY i + (1 − β)BX i|2n ≤ µ(‖Z‖2 + ‖Y ‖2 + ‖X‖2), (4.3f)

for some positive constants ν, µ. The estimates above are valid since

n∑
i=1

|X i|2n =
n∑

i=1

|Xi|2n = |X|2n2 for any X ∈ M.

Combining these estimates (4.3a–4.3f) in (4.2) we obtain that

δ2(‖X‖2 + ‖Y ‖2 + ‖Z‖2) ≤ 2V ≤ δ3(‖X‖2 + ‖Y ‖2 + ‖Z‖2), (4.4)

δ2 = min{β(1 − β)δb; 2α∆−1
a δb + βδb;α∆−1

a }
and

δ3 = max{β(1 − β)∆b + µ; 2αδ−1
a ∆b + β∆b + ν + µ; αδ−1

a + ν + µ}.

From (4.4), we have that V (X,Y, Z) → ∞ as ‖X‖2 + ‖Y ‖2 + ‖Z‖2 → ∞.
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To prove our result, it suffices to prove that there exists a constant ∆1 ≥ 1
such that

‖X‖2 + ‖Y ‖2 + ‖Z‖2 ≤ ∆1, for t ≥ T (X0, Y0, Z0), (4.5)

for any solution (X,Y, Z) for (4.1), (X0 = X(0), Y0 = Y (0), Z0 = Z(0)).
Let (X,Y, Z) be any solution of (4.1), then the total derivative of V with

respect to t along this solution path is

V̇ = −U1 − U2 − U3 + U4 (4.6)

where

U1 =
〈

1 − β

2
BX,H(X)

〉
+ 〈βABY, Y 〉 +

〈α
2
Z,Z

〉

U2 =
〈

1 − β

2
BY,H(X)

〉
+ 〈αBY, Y 〉 + 〈(A+ αI)Y,H(X)〉

U3 =
〈

1 − β

4
BX,H(X)

〉
+
〈α

2
Z,Z

〉
+ 〈(I + 2αA−1)Z,H(X)〉

U4 =
〈
(1 − β)BX + (A + αI)Y + (I + 2αA−1)Z,P (t,X, Y, Z)

〉
.

To arrive at (4.5), we first prove the following:

Lemma 4 Subject to a conveniently chosen value for k in (3.5), we have for
all X,Y, Z

Uj ≥ 0, (j = 2, 3).

Proof For strictly positive constants k1, k2 conveniently chosen later, we have

〈(αI +A)Y,H(X)〉 =
∥∥∥k1 (αI +A)1/2

Y + 2−1k−1
1 (αI +A)1/2

H(X)
∥∥∥2

− 〈k2
1(αI +A)Y, Y 〉 − 4−1k−2

1 〈(αI +A)H(X), H(X)〉 (4.7a)

and

〈(I + 2αA−1)Z,H(X)〉 =

=
∥∥∥k2

(
I + 2αA−1

)1/2
Z + 2−1k−1

2

(
I + 2αA−1

)1/2
H(X)

∥∥∥2

− 〈k2
2(I + 2αA−1)Z,Z〉 − 〈4−1k−2

2 (I + 2αA−1)H(X), H(X)
〉
, (4.7b)

thus,

U2 = ‖k1(αI +A)1/2Y + 2−1k−1
1 (αI +A)1/2H(X)‖2

〈4−1(1 − β)BX − 4−1k−1
1 (αI +A)H(X), H(X)〉 + 〈(αB − k2

1(αI +A)Y, Y 〉
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and

U3 = ‖k2(I + 2αA−1)1/2Z + 2−1k−1
2 (I + 2αA−1)1/2H(X)‖2

+ 〈(1 − β)4−1BX − 4−1k−2
2 (I + 2αA−1)H(X), H(X)〉

+
〈[α

2
I − k2

2(I + 2αA−1)
]
Z,Z

〉
.

By Lemmas 1,2 and 3, we obtain

U2 ≥
{∫ 1

0

σ

∫ 1

0

XT

[
1 − β

4
B̃ − 1

4k2
1

(
αĨ + Ã

)
JH(σX)

]
JH(τσX)Xdτdσ

+Y T
[
αB̃ − k2

1(αĨ + Ã)
]
Y
}
, (4.8a)

and

U3 ≥
{∫ 1

0

σ

∫ 1

0

XT

[
1 − β

4
B̃ − 1

4k2
2

(
αĨ + 2αÃ−1

)
JH(σX)

]
JH(τσX)Xdτdσ

+ZT
[α
2
Ĩ − k2

2(Ĩ + 2αÃ−1)
]
Z
}
. (4.8b)

Furthermore, by using Lemmas 2 and 3, we obtain

U2 ≥
{
δh

[
1 − β

4
δb − 1

4k2
1

(α+ ∆a)∆h

]
‖X‖2 +

[
αδb − k2

1(α+ ∆a)
] ‖Y ‖2

}
,

(4.8c)
and

U3 ≥
{
δh

[
1 − β

4
δb − 1

4k2
2

(1 + 2αδ−1
a )∆h

]
‖X‖2 +

[α
2
− k2

2(1 + 2αδ−1
a )

]
‖Z‖2

}
,

(4.8d)
Thus, using (3.1), (3.2), (3.3) we obtain, for all X,Y ∈ M,

U2 ≥ 0 (4.9a)

if k2
1 ≤ αδb

α+∆a
with

∆h ≤ k2
1(1 − β)δb
(α+ ∆a)

≤ α(1 − β)δ2b
(α+ ∆a)2

(4.10a)

and for all X,Z inM,
U3 ≥ 0 (4.9b)

if k2
2 ≤ αδa

2(δ+2α) with

∆h ≤ k2
2(1 − β)δaδb
(2α+ δa)

≤ α(1 − β)δ2aδb
2(2α+ δa)2

. (4.10b)

Combining all the inequalities in (4.9) and (4.10), we have inequalities (3.4) with
(3.5) satisfied. Thus, for all X,Y, Z ∈ M, U2 ≥ 0 and U3 ≥ 0. This completes
the proof of Lemma 4. �
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Finally, we are left with estimates for U1 and U4. From (4.6), we clearly
have

U1 =
1 − β

2

∫ 1

0

XT B̃JH(σX)X dσ + βY T ÃB̃Y +
α

2
ZTZ

≥ 1 − β

2
δbδh‖X‖2 + βδaδb‖Y ‖2 +

α

2
‖Z‖2 ≥ δ4(‖X‖2 + ‖Y ‖2 + ‖Z‖2) (4.11)

where

δ4 = min
{
δb
2
δh(1 − β);βδaδb;

α

2

}
.

Since P (t,X, Y, Z) satisfies (3.6), by Schwarz’s inequality, we obtain

|U4| ≤ {(1 − β)∆b‖X‖ + (α+ ∆a)‖Y ‖ + (1 + 2αδ−1
a )‖Z‖}‖P (t,X, Y, Z)‖

≤ δ5(‖X‖ + ‖Y ‖ + ‖Z‖)[δ0 + δ1(‖X‖ + ‖Y ‖ + ‖Z‖)]
≤ 3δ1δ5(‖X‖2 + ‖Y ‖2 + ‖Z‖2) + 31/2δ0δ5(‖X‖2 + ‖Y ‖2 + ‖Z‖2)1/2,

(4.12)
where

δ5 = max{(1 − β)∆b; (α + ∆a); (1 + 2αδ−1
a )}.

Combining inequalities (4.9), (4.11) and (4.12) in (4.6), we obtain

V̇ ≤ −2δ6(‖X‖2 + ‖Y ‖2 + ‖Z‖2) + δ7(‖X‖2 + ‖Y ‖2 + ‖Z‖2)1/2, (4.13)

where

δ6 =
1
2
(δ4 − 3δ1δ5) and δ7 = 31/2δ0δ5.

Thus, with δ1 < 3−1δ−1
5 δ4, we have that δ6 > 0.

If we choose

(‖X‖2 + ‖Y ‖2 + ‖Z‖2)1/2 ≥ δ8 = 2δ7δ−1
6 ,

inequality (4.13) implies that

V̇ ≤ −δ6(‖X‖2 + ‖Y ‖2 + ‖Z‖2). (4.14)

Then there exists δ9 such that

V̇ ≤ −1 if ‖X‖2 + ‖Y ‖2 + ‖Z‖2 ≥ δ29 .

The remainder of the proof of Theorem 1 may now be obtained by use of
the estimates (4.4) and (4.14) and an obvious adaptation of the Yoshizawa type
reasoning employed in [5].

Proof of Theorem 2 The proof of this theorem follows as in the proof of
[5, Theorem 3].
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The paper deals with the singular nonlinear problem

u′′(t) + f(t, u(t), u′(t)) = 0,

u(0) = 0, u′(T ) = ψ(u(T )),

where f ∈ Car((0, T ) ×D), D = (0,∞) × R. We prove the existence of a
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that the function f(t, x, y) is nonnegative and can have time singularities
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1 Introduction

We will study a singular boundary value problem with nonlinear boundary
conditions

u′′(t) + f(t, u(t), u′(t)) = 0 for a.e. t ∈ [0, T ], (1)

u(0) = 0, u′(T ) = ψ(u(T )), (2)

where [0, T ] ⊂ R, D = (0,∞) × R, f satisfies the Carathéodory conditions on
(0, T )×D. The function f(t, x, y) is allowed to have time singularities at t = 0,
t = T and space singularity at x = 0, the function ψ is continuous on [0,∞).
For a given interval [a, b] ⊂ R assume that L1[a, b] denotes the set of all

measurable functions defined a.e. on [a, b] which are Lebesgue integrable on
[a, b], equipped with the norm

‖u‖1 =
∫ b

a

|u(t)| dt for each u ∈ L1[a, b];

C0[a, b] (or C1[a, b]) denotes the set of all functions which are continuous (or
have continuous first derivatives) on [a, b], with the norm ‖u‖∞ = max{|u(t)|
t ∈ [a, b]} (or ‖u‖C1[a,b] = ‖u‖∞ + ‖u′‖∞); AC1[a, b] denotes the set of all
functions which have absolutely continuous first derivatives on [a, b]. We say
that f : [a, b] × D → R, D ⊂ R2 satisfies the Carathéodory conditions on
[a, b] ×D if f has the following properties: (i) for each (x, y) ∈ D the function
f(·, x, y) is measurable on [a, b]; (ii) for almost each t ∈ [a, b] the function f(t, ·, ·)
is continuous on D; (iii) for each compact set K ⊂ D there exists a function
mK ∈ L1[a, b] such that |f(t, x, y)| ≤ mK(t) for a.e. t ∈ [a, b] and all (x, y) ∈ K.
For the set of functions satisfying the Carathéodory conditions on [a, b]×D we
write Car ([a, b]×D). By f ∈ Car ((0, T )×D) we mean that f ∈ Car ([a, b]×D)
for each [a, b] ⊂ (0, T ) and f �∈ Car ([0, T ]×D).
Singular problems have been studied by many authors (see [1]–[6] and ref-

erences therein). For instance a similar problem is considered in [3], where
the right-hand side function is continuous and it is allowed to change its sign.
Moreover, the singularity of f is possible in space variable x. In this work,
we consider the function f , which is non–negative and can have both time and
space singularities. Here, we found effective necessary conditions for solvability
of the problem (1), (2). The arguments are based on the ideas of the paper [5],
where the non–linear singular problem with mixed boundary conditions

u′′ + f(t, u, u′) = 0, u′(0) = 0, u(T ) = 0

is investigated.

Definition 1 Let f ∈ Car ((0, T ) × D), where D = (0,∞) × R. We say that
f has a time singularity at t = 0 and/or at t = T , if there exists (x1, y1) ∈ D
and/or (x2, y2) ∈ D such that∫ ε

0

|f(t, x1, y1)| dt = ∞ and/or
∫ T

T−ε

|f(t, x2, y2)| dt = ∞
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for each sufficiently small ε > 0. The point t = 0 and/or t = T will be called
a singular point of f .
We say that f has a space singularity at x = 0 if

lim sup
x→0+

|f(t, x, y)| = ∞ for a.e. t ∈ [0, T ] and for some y ∈ R.

Here, we will treat with following definition of the solution of the prob-
lem (1), (2).

Definition 2 By a solution of the problem (1), (2) we understand a function
u ∈ AC1[0, T ] satisfying the differential equation (1) and the boundary condi-
tions (2).

2 Regular problem, lower and upper function

In order to prove the main result we need the existence theorem for regular
boundary value problems. Let us consider a problem

u′′ + h(t, u, u′) = 0, g1(u(0), u′(0)) = 0, g2(u(T ), u′(T )) = 0, (3)

where h ∈ Car ([0, T ]× R2), g1, g2 : R2 → R are continuous functions.

Definition 3 A function u ∈ AC1[0, T ] which satisfies the differential equation
in (3) a. e. in [0, T ] and fulfils the boundary conditions in (3) is called a solution
of the problem (3).

In the existence theorem the concept of upper and lower function will be needed.

Definition 4 A function σ ∈ AC1[0, T ] is called a lower function of the problem
(3) if

σ′′(t) + h(t, σ(t), σ′(t)) ≥ 0 for a.e. t ∈ [0, T ]

and
g1(σ(0), σ′(0)) ≥ 0, g2(σ(T ), σ′(T )) ≥ 0.

If these inequalities are reversed, the function σ is called an upper function
of the problem (3).

For σ1, σ2 ∈ AC1[0, T ] such that σ1 ≤ σ2 on [0, T ] we can define a function
γ : [0, T ]× R → R by

γ(t, x) = max{σ1(t),min{x, σ2(t)}} for each t ∈ [0, T ], x ∈ R. (4)

Now, we introduce the following result [7, Lemma 2]. It is fundamental in the
proof of Lemma 6.

Lemma 5 For u ∈ C1[0, T ] the two following properties hold:

a) d
dtγ(t, u(t)) exists for a. e. t ∈ [0, T ].
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b) If um ∈ C1[0, T ] and um → u in C1[0, T ], then

d
dt
γ(t, um(t)) → d

dt
γ(t, u(t)) for a.e. t ∈ [0, T ].

Lemma 6 Let h ∈ Car ([0, T ] × R2), g1, g2 : R2 → R be continuous functions
and σ1, σ2 be lower and upper function of the problem (3), respectively, such
that

σ1(t) ≤ σ2(t) for each t ∈ [0, T ].

Further, assume that there exists ϕ ∈ L1[0, T ] such that

|h(t, x, y)| ≤ ϕ(t)

for a.e. t ∈ [0, T ], each x ∈ [σ1(t), σ2(t)] and each y ∈ R, g1 is nondecreasing in
the second variable and g2 is nonincreasing in the second variable. Then there
exists a solution u of the problem (3) such that

σ1 ≤ u ≤ σ2 on [0, T ]. (5)

Proof Let us define functionals A, B : C1[0, T ] → R by

A(u) = γ(0, u(0) + g1(u(0), u′(0))),

B(u) = γ(T, u(T ) + g2(u(T ), u′(T )))

for each u ∈ C1[0, T ]. Lemma 5 allows us to define for each u ∈ C1[0, T ] a
function h̃u : [0, T ] → R such that

h̃u(t) = h(t, γ(t, u(t)),
d
dt
γ(t, u(t))) for a.e. t ∈ [0, T ].

Obviously, there exists h̄ ∈ L1[0, T ] such that

|h̃u(t)| ≤ h̄(t) for a.e. t ∈ [0, T ] and each u ∈ C1[0, T ].

Consider an auxiliary problem u′′(t) = −h̃u(t) a.e. t ∈ [0, T ],
u(0) = A(u),
u(T ) = B(u).

(6)

Let us define a mapping F : C1[0, T ] → C1[0, T ] by

(Fu)(t) = −
∫ T

0

G(t, s)h̃u(s) ds+
T − t

T
A(u) +

t

T
B(u)

for each u ∈ C1[0, T ] and t ∈ [0, T ], where

G(t, s) =

{
t(s−T )

T for 0 ≤ t ≤ s ≤ T,
s(t−T )

T for 0 ≤ s < t ≤ T.
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We can check that each fixed point of the operator F is a solution of the problem
(6). Using the Schauder fixed point theorem we will prove that there exists a
fixed point u of the operator F satisfying the inequalities (5) and such that u
is a solution of the problem (3).
It is easy to see that

‖Fu‖∞ ≤ T ‖h̄‖1 + 2(‖σ1‖∞ + ‖σ2‖∞)

and

‖(Fu)′‖∞ ≤ ‖h̄‖1 +
2
T

(‖σ1‖∞ + ‖σ2‖∞),

i. e. that there exist K > 0 and Ω = {u ∈ C1[0, T ] : ‖u‖C1[0,T ] ≤ K}, such that
F (Ω) ⊂ Ω. It suffices to prove that the set

F ′ = {(Fu)′ : u ∈ Ω}
is relatively compact in C0[0, T ]. Obviously, for each ε > 0 there exists δ > 0
such that for each u ∈ Ω and s1, s2 ∈ [0, T ], |s2 − s1| < δ, relations

|(Fu)′(s2) − (Fu)′(s1)| = |
∫ s2

s1

h̃u(s) ds| ≤ |
∫ s2

s1

h̄(s) ds| < ε

are valid. Now, applying Arzelà–Ascoli theorem we get that F (Ω) is relatively
compact in C1[0, T ]. Thus, there exists a fixed point u of the operator F and
u ∈ AC1[0, T ]. We will prove that relations (5) are satisfied. From boundary
conditions in (6) it follows that

σ1(0) ≤ u(0) ≤ σ2(0) and σ1(T ) ≤ u(T ) ≤ σ2(T ).

Assume that there exists τ ∈ (0, T ) such that u(τ) < σ1(τ). Then there exist
ξ ∈ (0, T ) and δ > 0 such that

(u− σ1)(ξ) = min
t∈[0,T ]

(u − σ1)(t) < 0

and
0 > (u − σ1)(t) > (u− σ1)(ξ) for each t ∈ (ξ, ξ + δ). (7)

Obviously, (u − σ1)′(ξ) = 0 and u(t) < σ1(t) for each t ∈ (ξ, ξ + δ). According
to the definition of h̃u, we have

(u− σ1)′(t) ≤
∫ t

ξ

[−h̃u(s) + h(s, σ1(s), σ′
1(s))] ds = 0,

for each t ∈ (ξ, ξ+δ), which contradicts (7). Similarly, we can prove that u ≤ σ2

on [0, T ]. From (5) it follows that u satisfies the differential equation in (3). It
suffices to prove that u satisfies boundary conditions in (3), i. e. according to
(5) and definition of γ, to prove inequalities

σ1(0) ≤ u(0) + g1(u(0), u′(0)) ≤ σ2(0) (8)
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and
σ1(T ) ≤ u(T ) + g2(u(T ), u′(T )) ≤ σ2(T ).

Let the first inequality in (8) be not satisfied. Then according to (5) we have

u(0) = σ1(0), 0 > g1(σ1(0), u′(0)) and u′(0) ≥ σ′
1(0).

Using the monotonicity of g1 we have 0 > g1(σ1(0), σ′
1(0)), which contradicts

the definition of a lower function. The remaining inequalities can be proven in
a similar way. �

3 Main result

Now, we are ready to prove the existence theorem for singular problem (1), (2).

Theorem 7 Assume that f ∈ Car ((0, T ) ×D), where T > 0, D = (0,∞) × R,
with possible time singularities at t = 0 and/or t = T and a space singularity
at x = 0. Further assume that there exist ε ∈ (0, 1), ν ∈ (0, T ), c ∈ (ν,∞) and
ε0 ∈ (0,∞) such that

f(t, ct, c) = 0 for a.e. t ∈ [0, T ], (9)

0 ≤ f(t, x, y) for a.e. t ∈ [0, T ], each x ∈ (0, ct], y ∈ [ min
t∈[0,cT ]

ψ(t), c], (10)

ε ≤ f(t, x, y) for a.e. t ∈ [T − ν, T ], each x ∈ (0, ct], y ∈ (−ε0, ν], (11)

0 = ψ(0), ψ(cT ) ≤ c (12)

hold. Then there exists a solution u of the problem (1), (2) such that

0 < u(t) ≤ ct (13)

for each t ∈ (0, T ].

Proof Step 1. Let k ∈ N, k ≥ 3/T . We define

αk(t, x) =


c/k for x < c/k,
x for c/k ≤ x ≤ ct,
ct for x > ct,

for each t ∈ [1/k, T − 1/k], x ∈ R,

β(y) =

mint∈[0,cT ] ψ(t) for y < mint∈[0,cT ] ψ(t),
y for mint∈[0,cT ] ψ(t) ≤ y ≤ c,
c for y > c,

and

γ(y) =


ε for y < ν,
ε c−y

c−ν for ν ≤ y ≤ c,

0 for y > c,
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for each y ∈ R and

fk(t, x, y) =


0 for t ∈ [0, 1/k),
f(t, αk(t, x), β(y)) for t ∈ [1/k, T − 1/k],
γ(y) for t ∈ (T − 1/k, T ],

for each x, y ∈ R. Obviously, fk ∈ Car ([0, T ]× R2) and

fk(t, x, y) ≥ 0 for a.e. t ∈ [0, T ] and each x, y ∈ R. (14)

Let us define regular problem

u′′ + fk(t, u, u′) = 0, u(0) = 0, u′(T ) = ψ(u(T )). (15)

From relations (9), (12) and (14) it follows that σ1(t) = 0 and σ2(t) = ct for
t ∈ [0, T ] are lower and upper functions of problems (15), respectively. From
Lemma 6 we get a solution uk of the problem (15) (where we put h = fk,
g1(x, y) = −x, g2(x, y) = ψ(x) − y) such that

0 ≤ uk(t) ≤ ct t ∈ [0, T ]. (16)

Obviously, it is valid

u′k(0) ≥ 0 and u′k(0) = lim
t→0+

uk(t)
t

≤ c.

From (14) it follows that u′k is nonincreasing on [0, T ]. These facts, (15) and
(16) imply

min
s∈[0,cT ]

ψ(s) ≤ ψ(uk(T )) = u′k(T ) ≤ u′k(t) ≤ u′k(0) ≤ c

for every t ∈ [0, T ].
Step 2. (A priori estimates) Consider a sequence {uk} from Step 1. We

will prove the relation
lim inf
k→∞

uk(T ) > 0. (17)

Let (17) be not valid, i.e. lim infk→∞ uk(T ) = 0. From the continuity of ψ and
(12) it follows that for each arbitrarily small ε1 > 0 (ε1 ≤ ε0 and ε1 ≤ ν) there
exists δ > 0 (we can choose it such that δ ≤ ε1) such that for every x ∈ R the
implication

0 ≤ x ≤ δ =⇒ |ψ(x)| < ε1

holds. Then there exists l ∈ N such that

0 ≤ ul(T ) < δ ≤ ε1 and |u′l(T )| = |ψ(ul(T ))| < ε1. (18)

particularly, −ε0 ≤ −ε1 < u′l(T ) ≤ u′l(t) for each t ∈ [0, T ] and u′l(T ) < ε1 < ν.
Then there exists tl ∈ (0, T ) such that −ε0 ≤ u′l(t) ≤ ν for every t ∈ (tl, T ].
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There are two possibilities. If tl ≤ T − ν, then integrating the differential
equation from (15) we get

u′l(T ) − u′l(t) =
∫ T

t

u′′l (s) ds

= −
∫ T

t

fl(s, ul(s), u′l(s)) ds ≤ −
∫ T

t

ε ds = −ε(T − t) (19)

for every t ∈ [T − ν, T ]. If tl > T − ν and u′l(t) > ν for every t ∈ [T − ν, tl),
then (19) is valid for each t ∈ [tl, T ]. Since ν ≥ ε(T − t) for t ∈ [T − ν, tl), it
follows that u′l(t) ≥ ε(T − t) for each t ∈ [T − ν, tl). In both cases we have the
inequality

u′l(t) ≥ −ε1 + ε(T − t)

for t ∈ [T − ν, T ]. Integrating this relation over the interval [T − ν, T ] we get

ul(T ) − ul(T − ν) ≥ −ε1ν +
εν2

2

and according to (16) and (18) (and since ul(T − ν) ≥ 0) we have

εν2

2
< ε1(ν + 1).

Taking ε1 sufficiently small we get a contradiction. Hence (17) is valid. Accord-
ing to the concavity of uk and (17), there exists ω > 0 such that

uk(t) ≥ ωt for every t ∈ [0, T ], a.e. k ∈ N. (20)

Step 3. (Convergence of the sequence {uk}) Let uk be a solution of the
problem (15) for each k ∈ N, k ≥ 3/T and [a, b] ⊂ (0, T ) be a compact interval.
Then (20) implies that there exists k0 ∈ N such that for every t ∈ [a, b] and
k ≥ k0

c

k0
≤ uk(t) ≤ ct.

There exists ϕ ∈ L1[a, b] such that

|fk(t, uk(t), u′k(t))| ≤ ϕ(t) for a.e. t ∈ [a, b]

From Arzelà–Ascoli theorem and diagonalization principle it follows that there
exists u ∈ C0[0, T ] such that u′ is continuous on (0, T ) and a subsequence {unk

}
such that

unk
→ u uniformly on [0, T ],

u′nk
→ u′ locally uniformly on (0, T ), u′nk

(T ) → ψ(u(T ))

}
(21)

and u(0) = 0. Without any loss of generality we assume that {nk} = {k}.
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Step 4. (Convergence of the approximate problems) Let us take ξ ∈ (0, T )
such that f(ξ, ·, ·) is continuous on (0,∞) × R. Then there exists a compact
interval J� ⊂ (0, T ) and k� ∈ N such that ξ ∈ J� and for each k ≥ k0

uk(ξ) >
c

k�
, J� ⊂

[
1
k
, T − 1

k

]
.

Then fk(ξ, uk(ξ), u′k(ξ)) = f(ξ, uk(ξ), u′k(ξ)). We get assertion

lim
k→∞

fk(t, uk(t), u′k(t)) = f(t, u(t), u′(t)) for a.e. t ∈ (0, T ). (22)

Let t ∈ (0, T ). Then there exists a compact interval [a, b] ⊂ (0, T ) and ϕ ∈
L1[a, b] such that t ∈ [a, b], T/2 ∈ [a, b] and

|fk(s, uk(s), u′k(s))| ≤ ϕ(s) for a.e. s ∈ [a, b]. (23)

Obviously,

u′k

(
T

2

)
− u′k(t) =

∫ t

T
2

fk(s, uk(s), u′k(s)) ds.

In view of this fact, (21), (22), (23) and Lebesgue dominated convergence the-
orem we have

u′
(
T

2

)
− u′(t) =

∫ t

T
2

f(s, u(s), u′(s)) ds.

Obviously, this inequality is valid for every t ∈ (0, T ). It means that u′ is
continuous on each compact subinterval of the interval (0, T ) and

u′′(t) + f(t, u(t), u′(t)) = 0 for a.e. t ∈ (0, T ).

For k ≥ 3/T we have∫ T

0

fk(s, uk(s), u′k(s)) ds = u′k(0)− u′k(T ) = u′k(0)−ψ(uk(T )) ≤ c− min
s∈[0,cT ]

ψ(s)

From this fact, (14) and Fatou Lemma it follows that f(·, u(·), u′(·)) ∈ L1[0, T ]
and obviously u ∈ AC1[0, T ]. It remains to prove the last boundary condition
in (2). For k ≥ 3/T and t ∈ (0, T ) we have

|u′k(t) − u′k(T )| ≤
∫ T

t

|f(s, u(s), u′(s))| ds

+
∫ T

t

|fk(s, uk(s), u′k(s)) − f(s, u(s), u′(s))| ds.

This inequality and (21) imply that for every ε > 0 there exists δ > 0 such that
for every t ∈ (T − δ, T ) there exists k0 = k0(ε, t) ∈ N such that

|u′(t)−ψ(u(T ))| ≤ |u′(t)− u′k0
(t)|+ |u′k0

(t)− u′k0
(T )|+ |u′k0

(T )−ψ(u(T ))| < ε.

Thus, u′(T ) = limt→T− u′(t) = ψ(u(T )). This completes the proof. �
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Example 8 Let α, β ∈ (0,∞). Then, by Theorem 7 the problem

u′′ + (u−α + uβ + t2 + 1)(1 − (u′)3) = 0, u(0) = 0, u′(1) = −(u(1))2

has a solution u ∈ AC1[0, 1] such that

0 < u(t) ≤ t for each t ∈ (0, 1].
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Abstract

In this article we construct proper Bol-loops of order 3 · 2n using a
generalisation of the semidirect product of groups defined by Birkenmeier
and Xiao. Moreover we classify the obtained loops up to isomorphism.

Key words: Bol-loop; loop; group; semidirect product.
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1 Introduction

Burn proofs in [3] that the smallest proper Bol-loops are of order 8. But they can
not be constructed as a semidirect product defined in [1]. The smallest proper
Bol-loops which can be constructed using a semidirect product as defined in
this article have order 12. Up to isomorphism these loops can be realised as
semidirect product of the cyclic group of order 3 and the elementary abelian
groups of order 4. There are no proper Bol-loops of order 9, 10 or 11. It seems
that order 12 plays an interesting role in the theory of loops since the smallest
proper Moufang-loop has also order 12 (cf. [5]).
A loop is a set L with a binary operation ·, a neutral element 1 and unique

solutions of the equations x · a = b and a ·x = b. The loop L is a left Bol-loop if
((x · y)z)y = x((y · z)y) for all x, y, z ∈ L holds. Analogously one defines a right
Bol-loop by the identity x(y(x · z)) = (x(y · x))z.
In this paper we consider a special case of the semidirect product of loops

defined by Birkenmeier and Xiao in [2]. Starting with groups N and Q we
obtain a loop L on N � Q = {(a, p): a ∈ N, p ∈ Q}. The multiplication ∗
of L is defined as (a, p) ∗ (b, q) = (aΦ(q) ◦ bΨ(p), p • q), where ◦ and • are the

85
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multiplications ofN and Q. The mapping Φ(p) respectively Ψ(p) fromN into N
is determined by a mapping Φ respectively Ψ from Q into the set of mappings
from N into N . According to [2] we know that (L, ∗) is a loop with neutral
element (1, 1) if Φ(p) and Ψ(p) are bijective, 1Φ(p) = 1Ψ(p) = 1 holds for all
p ∈ Q and Φ(1) = Ψ(1) = idN . The constructed loops are associative if and
only if the mappings Ψ, Φ, Φ(p) and Ψ(p) are homomorphisms and Φ(p) and
Ψ(q) commute for all p, q ∈ Q.
Although the semidirect product treated by us here is a special case of the

semidirect products defined in [1], [2] and [9] the construction presented here
yields in general loops with no further identities. For example the 15 non-
associative loops L = C3 �C3 of order 9, which are the smallest possible exam-
ples, are not even power associative and only three of them are commutative.

2 Bol-loops of order 3 · 2n

We now construct loops of the form L = C3 � (C2)n. These loops are all
power-associative and under certain conditions Bol-loops.

Remark 1 The only two mappings of C3 into C3 which are one-to-one and keep
the neutral element 1 fixed, are the identity and the inversion. Both mappings
are automorphisms of C3 and commute with each other.

Lemma 1 All loops L = C3 � (C2)n are power-associative.

Proof The restriction of Φ and Ψ to a subloop which is generated by a single
element is a homomorphism. Therefore L is power-associative by the preceeding
Remark. �

Proposition 1 A semidirect product L = C3 � (C2)n is a left respectively right
Bol-loop if and only if Φ respectively Ψ is a homomorphism.

Proof Because of Remark 1 the left Bol-identity yields:

(aΦ(qpr)

(
bΦ(pr)

(
aΦ(r)cΨ(p)

)Ψ(q)
)Ψ(p)

, pqpr)

=

((
aΦ(qp)

(
bΦ(p)aΨ(q)

)Ψ(p)
)Φ(r)

cΨ(pqp), pqpr

)
(1)

If L is a left Bol-loop equation (1) implies for a = c = 1 that Φ is a homo-
morphism.
If Φ is a homomorphism we obtain for the first component of (1):

aΦ(qpr)
(
bΦ(pr)

)Ψ(p)

=
(
aΦ(qp)

)Φ(r)
((

bΦ(p)
)Φ(r)

)Ψ(p)

(2)

which is valid for all a, b ∈ C3 and all p, q, r ∈ (C2)n. Therefore L is a left
Bol-loop.
The proof for right Bol-loops is analogous. �
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To classify the constructed loops up to isomorphism we now determine the
order of the non-trivial elements in the loops.

Lemma 2 Let L = C3 � (C2)n be a loop, a ∈ C3 \ {1} and p ∈ (C2)n \ {1}.
Then the order of (a, p) is 2 if and only if Φ(p) �= Ψ(p) and 6 if and only if
Φ(p) = Ψ(p).

Proof If Φ(p) �= Ψ(p) then (a, p)(a, p) = (1, 1) holds because of Φ(p),Ψ(p) ∈
{id, inv}. If Φ(p) = Ψ(p) then the first component of (a, p)n is a power of a or
a−1. The second component alternates between 1 and p. Therefore the order of
(a, p) is the least common multiple of 2 and 3.
Conversely if (a, p)(a, p) = (1, 1) then Φ(p) �= Ψ(p) because of Φ(p),Ψ(p) ∈

{id, inv}. Assume the order of (a, p) to be 6 and Φ(p) �= Ψ(p). This is a
contradiction to the first part of the proof. �

Proposition 2 (C3 � (C2)2) Two proper loops of the form C3 � (C2)2 are iso-
morphic if and only if both loops have the same number of elements with order 6.
A loop L = C3 � (C2)2 is a Bol-loop if and only if it has exactly zero or two
elements of order 6.

Proof Lemma 2 implies that a loop is a Bol-loop if and only if it has exactly
zero or two elements of order 6.
Let L1 and L2 be loops with the same number of elements with order 6.

Then it can be shown that

ι:

{
(a, p) �→ (a, p) if Φ1(p) = Φ2(p)

(a, p) �→ (a−1, p) if Φ1(p) �= Φ2(p)

is an isomorphism between L1 and L2. The elements (a, p) with order 6 are
assumed to have the same second component p ∈ (C2)2 because loops can be
transferred in this form by obvious (anti-)isomorphisms. By Lemma 2 this
implies that Φ1(p) = Ψ1(p) is equivalent to Φ2(p) = Ψ2(p).
Only the first component has to be analysed to check if ι is an isomorphism.

The validity of the equation

ιpq(aΦ1(q)bΨ1(p)) = (ιp(a))
Φ2(q) (ιq(b))

Ψ2(p) (3)

is shown by case analysis.
Since Φ1(p) in L1 can be different from Φ2(p) in L2 there are four cases.

The mapping Ψ is not considered in the following because it is determined by
the order of the elements and the choice of Φ.
First the cases where Φ1(p) and Φ2(p) are unequal for all p or equal for

exactly two elements p, q ∈ V4: These loops can be trivially antiisomorphic by
symmetry of Φ and Ψ. Otherwise they are not (anti-)isomorphic because out
of every other pair of loops, which satisfies the preconditions, one and only one
loop is a Bol-loop. Therefore in this cases it is not necessary to prove the validity
of equation (3).
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If there is exactly one element r ∈ V4 for which Φ1(r) = Φ2(r), then there are
three possibilities, namely Φ1(pq) = Φ2(pq), Φ1(p) = Φ2(p) or Φ1(q) = Φ2(q).
In all three cases equation (3) holds for all combinations of Φ1(q), Ψ1(p), Φ2(q),
Ψ2(p) ∈ {id, inv}.
In the last case, which is Φ1(p) = Φ2(p), Φ1(q) = Φ2(q) and Φ1(pq) = Φ2(pq),

the validity of equation (3) is obvious. �

Corollary 1 There are 32 Bol-loops of the form C3�(C2)2 which are distributed
in two classes of isomorphism.

Theorem 1 (C3 � (C2)n) Two proper Bol-loops of the form C3 � (C2)n are
isomorphic if and only if they have the same number of elements with order 6.

Proof If L1 and L2 are proper Bol-loops of the form C3 � (C2)n then Φ or Ψ is
a homomorphism by Proposition 1. Without loss of gererality we assume both
loops to be left Bol-loops. If the loops have the same number of elements with
order 6 then the mapping ι as in the proof of Proposition 2 can be shown to be
an isomorphism from L1 onto L2: Any two elements ā = (a, p) and b̄ = (b, q) of
C3�(C2)n generate a subloop of C3�(C2)n isomorphic to C3�(C2)2. Therefore
ι is an isomorphism by the proof of Proposition 2. �

Corollary 2 For n ≥ 3 the proper Bol-loops of the form C3 � (C2)n are dis-
tributed in 2n − 1 classes of isomorphism.
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